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Preface

In the fall of 1992, the second author gave a course called “Intermediate PDEs”
at the Courant Institute. The purpose of that course was to present some basic
methods for obtaining various a priori estimates for second-order partial differ-
ential equations of elliptic type with particular emphasis on maximal principles,
Harnack inequalities, and their applications. The equations one deals with are al-
ways linear, although they also obviously apply to nonlinear problems. Students
with some knowledge of real variables and Sobolev functions should be able to
follow the course without much difficulty.

In 1992, the lecture notes were taken by the first author. In 1995 at the Univer-
sity of Notre Dame, the first author gave a similar course. The original notes were
then much extended, resulting in their present form.

It is not our intention to give a complete account of the related theory. Our goal
is simply to provide these notes as a bridge between the elementary book of F. John
[9], which also studies equations of other types, and the somewhat advanced book
of D. Gilbarg and N. Trudinger [8], which gives a relatively complete account of
the theory of elliptic equations of second order. We also hope our notes can serve
as a bridge between the recent elementary book of N. Krylov [11] on the classical
theory of elliptic equations developed before and around the 1960s and the book
by Caffarelli and Cabré [4], which studies fully nonlinear elliptic equations, the
theory obtained in the 1980s.

The authors wish to thank Karen Jacobs, Cheryl Huff, Joan Hoerstman, and
Daisy Calderon for the wonderful typing job. The work was also supported by
National Science Foundation Grants DMS No. 9401546 and DMS No. 9501122.

July 1997

In the new edition, we add a final chapter on the existence of solutions. In it
we discuss several methods for proving the existence of solutions of primarily the
Dirichlet problem for various types of elliptic equations. All these existence results
are based on a priori estimates established in previous chapters.

December 2010

ix

Licensed to Univ of Calif, San Diego.  Prepared on Sat Jun 23 20:15:33 EDT 2018for download from IP 137.110.192.40/138.253.100.86.

License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



Licensed to Univ of Calif, San Diego.  Prepared on Sat Jun 23 20:15:33 EDT 2018for download from IP 137.110.192.40/138.253.100.86.

License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



CHAPTER 1

Harmonic Functions

1.1. Guide

In this chapter we will use various methods to study harmonic functions. These
include mean value properties, fundamental solutions, maximum principles, and
energy methods. The four sections in this chapter are relatively independent of
each other.

The materials in this chapter are rather elementary, but they contain several im-
portant ideas on the whole subject, and thus should be covered thoroughly. While
doing Sections 1.2 and 1.3, the classic book by Protter and Weinberger [13] may
be a very good reference. Also, when one reads Section 1.4, some statements con-
cerning the Hopf maximal principle in Section 2.2 can be selected as exercises.
The interior gradient estimates of Section 2.4 follow from the same arguments as
those in the proof of Proposition 1.31 in Section 1.4.

1.2. Mean Value Properties

We begin this section with the definition of mean value properties. We assume
that � is a connected domain in Rn.

DEFINITION 1.1 For u 2 C.�/ we define

(i) u satisfies the first mean value property if

u.x/ D
1

!nrn�1

Z

@Br .x/

u.y/dSy for any Br.x/ � �I

(ii) u satisfies the second mean value property if

u.x/ D
n

!nrn

Z

Br .x/

u.y/dy for any Br.x/ � �

where !n denotes the surface area of the unit sphere in Rn.

REMARK 1.2. These two definitions are equivalent. In fact, if we write (i) as

u.x/rn�1 D
1

!n

Z

@Br .x/

u.y/dSy ;

1

http://dx.doi.org/10.1090/cln/001/01
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2 1. HARMONIC FUNCTIONS

we may integrate to get (ii). If we write (ii) as

u.x/rn D
n

!n

Z

Br .x/

u.y/dy;

we may differentiate to get (i).

REMARK 1.3. We may write the mean value properties in the following equiv-
alent ways:

(i) u satisfies the first mean value property if

u.x/ D
1

!n

Z

jwjD1

u.x C rw/dSw for any Br.x/ � �I

(ii) u satisfies the second mean value property if

u.x/ D
n

!n

Z

jzj�1

u.x C rz/dz for any Br .x/ � �:

Now we prove the maximum principle for the functions satisfying mean value
properties.

PROPOSITION 1.4 If u 2 C.x�/ satisfies the mean value property in �, then u
assumes its maximum and minimum only on @� unless u is constant.

PROOF: We only prove for the maximum. Set

† D fx 2 � W u.x/ DM � max
x�

ug � �:

It is obvious that † is relatively closed. Next we show that † is open. For any
x0 2 †, take xBr.x0/ � � for some r > 0. By the mean value property we have

M D u.x0/ D
n

!nrn

Z

Br .x0/

u.y/dy �M
n

!nrn

Z

Br .x0/

dy DM:

This implies u DM in Br.x0/. Hence † is both closed and open in �. Therefore
either † D � or † D �. �
DEFINITION 1.5 A function u 2 C 2.�/ is harmonic if4u D 0 in �.

THEOREM 1.6 Let u 2 C 2.�/ be harmonic in�. Then u satisfies the mean value
property in �.

PROOF: Take any ball Br.x/ � �. For � 2 .0; r/, we apply the divergence
theorem in B�.x/ and get

(�)

Z

B�.x/

4u.y/dy D

Z

@B�

@u

@�
dS D �n�1

Z

jwjD1

@u

@�
.x C �w/dSw

D �n�1
@

@�

Z

jwjD1

u.x C �w/dSw :
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1.2. MEAN VALUE PROPERTIES 3

Hence for harmonic function u we have for any � 2 .0; r/

@

@�

Z

jwjD1

u.x C �w/dSw D 0:

Integrating from 0 to r we obtainZ

jwjD1

u.x C rw/dSw D

Z

jwjD1

u.x/dSw D u.x/!n

or

u.x/ D
1

!n

Z

jwjD1

u.x C rw/dSw D
1

!nrn�1

Z

@Br .x/

u.y/dSy :

�

REMARK 1.7. For a function u satisfying the mean value property, u is not
required to be smooth. However a harmonic function is required to be C 2: We
prove these two are equivalent.

THEOREM 1.8 If u 2 C.�/ has mean value property in �, then u is smooth and
harmonic in �.

PROOF: Choose ' 2 C10 .B1.0// with
R
B1.0/

' D 1 and '.x/ D  .jxj/; i.e.,

!n

Z 1

0

rn�1 .r/dr D 1:

We define '".z/ D 1
"n
'.z
"
/ for " > 0. Now for any x 2 � consider " < dist

.x; @�/. Then we haveZ

�

u.y/'".y � x/dy D

Z
u.x C y/'".y/dy

D
1

"n

Z

jyj<"

u.x C y/'

�
y

"

�
dy

D

Z

jyj<1

u.x C "y/'.y/dy

D

Z 1

0

rn�1dr

Z

@B1.0/

u.x C "rw/'.rw/dSw

D

Z 1

0

 .r/rn�1dr

Z

jwjD1

u.x C "rw/dSw

D u.x/!n

Z 1

0

 .r/rn�1 dr D u.x/
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4 1. HARMONIC FUNCTIONS

where in the last equality we used the mean value property. Hence we get

u.x/ D .'" � u/.x/ for any x 2 �" D fy 2 �I d.y; @�/ > "g:

Therefore u is smooth. Moreover, by formula (�) in the proof of Theorem 1.2 and
the mean value property we haveZ

Br .x/

�u D rn�1
@

@r

Z

jwjD1

u.x C rw/dSw

D rn�1
@

@r
.!nu.x// D 0 for any Br .x/ � �:

This implies �u D 0 in �. �
REMARK 1.9. By combining Theorem 1.6 and Theorem 1.8, we conclude that

harmonic functions are smooth and satisfy the mean value property. Hence har-
monic functions satisfy the maximum principle, a consequence of which is the
uniqueness of solution to the following Dirichlet problem in a bounded domain

�u D f in �;

u D ' on @�;

for f 2 C.�/ and ' 2 C.@�/. In general uniqueness does not hold for an
unbounded domain. Consider the following Dirichlet problem in the unbounded
domain �

�u D 0 in �;

u D 0 on @�:

First consider the case � D fx 2 RnI jxj > 1g: For n D 2; u.x/ D log jxj is a
solution. Note u ! 1 as r ! 1. For n � 3, u.x/ D jxj2�n � 1 is a solution.
Note u ! �1 as r ! 1. Hence u is bounded. Next, consider the upper half
space � D fx 2 RnI xn > 0g. Then u.x/ D xn is a nontrivial solution, which is
unbounded.

In the following we discuss the gradient estimates.

LEMMA 1.10 Suppose u 2 C. xBR/ is harmonic in BR D BR.x0/. Then there
holds

jDu.x0/j �
n

R
max
xBR

juj:

PROOF: For simplicity we assume u 2 C 1. xBR/. Since u is smooth, then
�.Dxiu/ D 0, that is, Dxiu is also harmonic in BR. Hence Dxiu satisfies the
mean value property. By the divergence theorem we have

Dxiu.x0/ D
n

!nRn

Z

BR.x0/

Dxiu.y/dy D
n

!nRn

Z

@BR.x0/

u.y/�i dSy ;

which implies

jDxiu.x0/j �
n

!nRn
max
@BR
juj � !nR

n�1 �
n

R
max
xBR

juj:
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1.2. MEAN VALUE PROPERTIES 5

�
LEMMA 1.11 Suppose u 2 C. xBR/ is a nonnegative harmonic function in BR D
BR.x0/. Then there holds

jDu.x0/j �
n

R
u.x0/:

PROOF: As before by the divergence theorem and the nonnegativeness of u
we have

jDxiu.x0/j �
n

!nRn

Z

@BR.x0/

u.y/dSy D
n

R
u.x0/

where in the last equality we used the mean value property. �
COROLLARY 1.12 A harmonic function in Rn bounded from above or below is
constant.

PROOF: Suppose u is a harmonic function in Rn. We will prove that u is a
constant if u � 0. In fact, for any x 2 Rn we apply Lemma 1.11 to u in BR.x/
and then let R!1. We conclude that Du.x/ D 0 for any x 2 Rn. �
PROPOSITION 1.13 Suppose u 2 C. xBR/ is harmonic in BR D BR.x0/. Then
there holds for any multi-index ˛ with j˛j D m

jD˛u.x0/j �
nmem�1mŠ

Rm
max
xBR

juj:

PROOF: We prove by induction. It is true form D 1 by Lemma 1.10. Assume
it holds form. ConsidermC 1. For 0 < � < 1, define r D .1� �/R 2 .0;R/. We
apply Lemma 1.10 to u in Br and get

jDmC1u.x0/j �
n

r
max
xBr

jDmuj:

By the induction assumption we have

max
xBr

jDmuj �
nm � em�1 �mŠ

.R � r/m
max
xBR

juj:

Hence we obtain

jDmC1u.x0/j �
n

r
�
nmem�1mŠ

.R � r/m
max
BR
juj D

nmC1em�1mŠ

RmC1�m.1 � �/
max
xBR

juj:

Take � D m
mC1

. This implies

1

�m.1 � �/
D

�
1C

1

m

�m
.mC 1/ < e.mC 1/:

Hence the result is established for any single derivative. For any multi-index ˛ D
.˛1; : : : ; ˛n/ we have

˛1Š � � �˛nŠ � .j˛j/Š:

�
THEOREM 1.14 Harmonic function is analytic.
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6 1. HARMONIC FUNCTIONS

PROOF: Suppose u is a harmonic function in �. For fixed x 2 �, take
B2R.x/ � � and h 2 Rn with jhj � R. We have by Taylor expansion

u.x C h/ D u.x/C

m�1X
iD1

1

iŠ

��
h1

@

@x1
C � � � C hn

@

@xn

�i
u

�
.x/C Rm.h/

where

Rm.h/ D
1

mŠ

��
h1

@

@x1
C � � � C hn

@

@xn

�m
u

�
.x1 C �h1; : : : ; xn C �hn/

for some � 2 .0; 1/. Note x C h 2 BR.x/ for jhj < R. Hence by Proposition 1.13
we obtain

jRm.h/j �
1

mŠ
jhjm � nm �

nmem�1mŠ

Rm
max
xB2R

juj �

�
jhjn2e

R

�m
max
xB2R

juj:

Then for any h with jhjn2e < R
2

there holds Rm.h/! 0 as m!1. �
Next we prove the Harnack inequality.

THEOREM 1.15 Suppose u is harmonic in�. Then for any compact subsetK of�
there exists a positive constant C D .�;K/ such that if u � 0 in �, then

1

C
u.y/ � u.x/ � Cu.y/ for any x; y 2 K:

PROOF: By mean value property, we can prove if B4R.x0/ � �, then

1

c
u.y/ � u.x/ � cu.y/ for any x; y 2 BR.x0/

where c is a positive constant depending only on n. Now for the given compact sub-
setK, take x1; : : : ; xN 2 K such that fBR.xi /g coversK with 4R < dist.K; @�/.
Then we can choose C D cN . �

We finish this section by proving a result, originally due to Weyl. Suppose u is
harmonic in �. Then integrating by parts we haveZ

�

u�' D 0 for any ' 2 C 20 .�/:

The converse is also true.

THEOREM 1.16 Suppose u 2 C.�/ satisfies

(1.1)
Z

�

u�' D 0 for any ' 2 C 20 .�/:

Then u is harmonic in �.

PROOF: We claim for any Br.x/ � � there holds

(1.2) r

Z

@Br .x/

u.y/dSy D n

Z

Br .x/

u.y/dy:
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1.2. MEAN VALUE PROPERTIES 7

Then we have
d

dr

�
1

!nrn�1

Z

@Br .x/

u.y/dSy

�

D
n

!n

d

dr

�
1

rn

Z

Br .x/

u.y/dy

�

D
n

!n

�
�

n

rnC1

Z

Br .x/

u.y/dy C
1

rn

Z

@Br .x/

u.y/dSy

�
D 0:

This implies
1

!nrn�1

Z

@Br .x/

u.y/dSy D const.

This constant is u.x/ if we let r ! 0. Hence we have

u.x/ D
1

!nrn�1

Z

@Br .x/

u.y/dSy for any Br.x/ � �:

Next we prove (1.2) for n � 3. For simplicity we assume that x D 0. Set

'.y; r/ D

(
.jyj2 � r2/n; jyj � r;

0; jyj > r;

and then 'k.y; r/ D .jyj
2 � r2/n�k.2.n� kC 1/jyj2C n.jyj2 � r2// for jyj � r

and k D 2; 3; : : : ; n. Direct calculation shows '. � ; r/ 2 C 20 .�/ and

�y'.y; r/ D

(
2n'2.y; r/; jyj � r;

0; jyj > r:

By assumption (1.1) we haveZ

Br .0/

u.y/'2.y; r/dy D 0:

Now we prove if for some k D 2; 3; : : : ; n � 1;

(1.3)
Z

Br .0/

u.y/'k.y; r/dy D 0;

then

(1.4)
Z

Br .0/

u.y/'kC1.y; r/dy D 0:

In fact, we differentiate (1.3) with respect to r and getZ

@Br .0/

u.y/'k.y; r/dy C

Z

Br .0/

u.y/
@'k

@r
.y; r/dy D 0:
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8 1. HARMONIC FUNCTIONS

For 2 � k < n, 'k.y; r/ D 0 for jyj D r . Then we haveZ

Br .0/

u.y/
@'k

@r
.y; r/dy D 0:

Direct calculation yields @'k
@r
.y; r/ D .�2r/.n � k C 1/'kC1.y; r/. Hence we

have (1.4). Therefore by taking k D n � 1 in (1.4) we concludeZ

Br .0/

u.y/..nC 2/jyj2 � nr2/dy D 0:

Differentiating with respect to r again we get (1.2). �

1.3. Fundamental Solutions

We begin this section by seeking a harmonic function u, that is,�u D 0 in Rn,
which depends only on r D jx � aj for some fixed a 2 Rn. We set v.r/ D u.x/.
This implies

v00 C
n � 1

r
v0 D 0

and hence

v.r/ D

(
c1 C c2 log r; n D 2;

c3 C c4r
2�n; n � 3;

where ci are constants for i D 1; 2; 3; 4. We are interested in a function with a
singularity such that Z

@Br

@v

@r
dS D 1 for any r > 0:

Hence we set for any fixed a 2 Rn

�.a; x/ D
1

2	
log ja � xj for n D 2

�.a; x/ D
1

!n.2 � n/
ja � xj2�n for n � 3:

To summarize, we have that for fixed a 2 Rn, �.a; x/ is harmonic at x ¤ a,
that is,

�x�.a; x/ D 0 for any x ¤ a

and has a singularity at x D a. Moreover, it satisfiesZ

@Br .a/

@�

@nx
.a; x/dSx D 1 for any r > 0:

Now we prove the Green’s identity.
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1.3. FUNDAMENTAL SOLUTIONS 9

THEOREM 1.17 Suppose � is a bounded domain in Rn and that u 2 C 1.x�/ \
C 2.�/. Then for any a 2 � there holds

u.a/ D

Z

�

�.a; x/�u.x/dx �

Z

@�

�
�.a; x/

@u

@nx
.x/ � u.x/

@�

@nx
.a; x/

�
dSx:

REMARK 1.18.

(i) For any a 2 �, �.a; � / is integrable in � although it has a singularity.
(ii) For a … x�, the expression in the right side gives 0.

(iii) By letting u D 1 we have
R
@�

@�
@nx

.a; x/dSx D 1 for any a 2 �.

PROOF: We apply Green’s formula to u and �.a; � / in the domain � nBr.a/
for small r > 0 and get

Z

�nBr .a/

.��u � u��/dx D

Z

@�

�
�
@u

@n
� u

@�

@n

�
dSx �

Z

@Br .a/

�
�
@u

@n
� u

@�

@n

�
dSx:

Note �� D 0 in � n Br.a/. Then we haveZ

�

��udx D

Z

@�

�
�
@u

@n
� u

@�

@n

�
dSx � lim

r!0

Z

@Br .a/

�
�
@u

@n
� u

@�

@n

�
dSx:

For n � 3, we get by definition of �ˇ̌
ˇ̌ Z

@Br .a/

�
@u

@n
dS

ˇ̌
ˇ̌ D

ˇ̌
ˇ̌ 1

.2 � n/!n
r2�n

Z

@Br .a/

@u

@n
dS

ˇ̌
ˇ̌

�
r

n � 2
sup
@Br .a/

jDuj ! 0 as r ! 0;

Z

@Br .a/

u
@�

@n
dS D

1

!nrn�1

Z

@Br .a/

udS ! u.a/ as r ! 0:

We get the same conclusion for n D 2 in the same way. �

REMARK 1.19. We may employ the local version of the Green’s identity to
get gradient estimates without using the mean value property. Suppose u 2 C. xB1/
is harmonic in B1. For any fixed 0 < r < R < 1 choose a cutoff function
' 2 C10 .BR/ such that ' D 1 in Br and 0 � ' � 1. Apply the Green’s formula
to u and '�.a; � / in B1 nB�.a/ for a 2 Br and � small enough. We proceed as in
the proof of Theorem 1.17 and obtain

u.a/ D �

Z

r<jxj<R

u.x/�x.'.x/�.a; x//dx for any a 2 Br.0/:
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10 1. HARMONIC FUNCTIONS

Hence one may prove (without using the mean value property)

sup
B1=2

juj � c

�Z

B1

jujp
�1=p

and sup
B1=2

jDuj � cmax
B1
juj

where c is a constant depending only on n.

Now we begin to discuss the Green’s functions. Suppose � is a bounded do-
main in Rn. Let u 2 C 1.x�/ \ C 2.�/. We have by Theorem 1.17 for any x 2 �

u.x/ D

Z

�

�.x; y/�u.y/dy �

Z

@�

�
�.x; y/

@u

@ny
.y/ � u.y/

@�

@ny
.x; y/

�
dSy :

If u solves the Dirichlet boundary value problem

(�)

(
�u D f in �;

u D ' on @�;

for some f 2 C.x�/ and ' 2 C.@�/, then u can be expressed in terms of f and
', with one unknown term. We want to eliminate this term by adjusting � .

For any fixed x 2 �, consider


.x; y/ D �.x; y/Cˆ.x; y/

for some ˆ.x; � / 2 C 2.x�/ with�yˆ.x; y/ D 0 in�. Then Theorem 1.17 can be
expressed as follows for any x 2 �

u.x/ D

Z

�


.x; y/�u.y/dy �

Z

@�

�

.x; y/

@u

@ny
.y/ � u.y/

@


@ny
.x; y/

�
dSy

since the extra ˆ.x; � / is harmonic. Now by choosing ˆ appropriately, we are led
to the important concept of Green’s function.

For each fixed x 2 � choose ˆ.x; � / 2 C 1.x�/ \ C 2.�/ such that(
�yˆ.x; y/ D 0 for y 2 �;

ˆ.x; y/ D ��.x; y/ for y 2 @�:

Denote the resulting 
.x; y/ by G.x; y/, which is called Green’s function. If such
a G exists, then the solution u to the Dirichlet problem (�) can be expressed as

u.x/ D

Z

�

G.x; y/f .y/dy C

Z

@�

'.y/
@G

@ny
.x; y/dSy :

Note that Green’s functionG.x; y/ is defined as a function of y 2 x� for each fixed
x 2 �.

Now we discuss some properties of G as a function of x and y. Our first
observation is that the Green’s function is unique. This is proved by the maximum
principle since the difference of two Green’s functions are harmonic in�with zero
boundary value. In fact, we have more.
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1.3. FUNDAMENTAL SOLUTIONS 11

PROPOSITION 1.20 Green’s function G.x; y/ is symmetric in � 	 �; that is,
G.x; y/ D G.y; x/ for x ¤ y 2 �.

PROOF: Pick x1; x2 2 � with x1 ¤ x2. Choose r > 0 small such that
Br.x1/ \ Br .x2/ D ¿. Set G1.y/ D G.x1; y/ and G2.y/ D G.x2; y/. We apply
Green’s formula in � n Br .x1/ [ Br .x2/ and getZ

�nBr .x1/[Br .x2/

.G1�G2 �G2�G1/ D

Z

@�

�
G1
@G2

@n
�G2

@G1

@n

�
dS

�

Z

@Br .x1/

�
G1
@G2

@n
�G2

@G1

@n

�
dS

�

Z

@Br .x2/

�
G1
@G2

@n
�G2

@G1

@n

�
dS:

Since Gi is harmonic for y ¤ xi , i D 1; 2, and vanishes on @�, we haveZ

@Br .x1/

�
G1
@G2

@n
�G2

@G1

@n

�
dS C

Z

@Br .x2/

�
G1
@G2

@n
�G2

@G1

@n

�
dS D 0:

Note the left side has the same limit as the left side in the following as r ! 0:Z

@Br .x1/

�
�
@G2

@n
�G2

@�

@n

�
dS C

Z

@Br .x2/

�
G1
@�

@n
� �

@G1

@n

�
dS D 0:

Since Z

@Br .x1/

�
@G2

@n
dS ! 0;

Z

@Br .x2/

�
@G1

@n
dS ! 0 as r ! 0;

Z

@Br .x1/

G2
@�

@n
dS ! G2.x1/;

Z

@Br .x2/

G1
@�

@n
dS ! G1.x2/ as r ! 0;

we obtain G2.x1/ �G1.x2/ D 0 or equivalently G.x2; x1/ D G.x1; x2/. �
PROPOSITION 1.21 There holds for x; y 2 � with x ¤ y

0 > G.x; y/ > �.x; y/ for n � 3

0 > G.x; y/ > �.x; y/ �
1

2	
log diam.�/ for n D 2:

PROOF: Fix x 2 � and write G.y/ D G.x; y/. Since limy!x G.y/ D �1
then there exists an r > 0 such that G.y/ < 0 in Br.x/. Note that G is harmonic
in � n Br.x/ with G D 0 on @� and G < 0 on @Br.x/. The maximum principle
implies G.y/ < 0 in � n Br.x/ for such r > 0. Next, consider the other part of
the inequality. Recall the definition of the Green’s function

G.x; y/ D �.x; y/Cˆ.x; y/ where

(
�ˆ D 0 in �;

ˆ D �� on @�:
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12 1. HARMONIC FUNCTIONS

For n � 3, we have

�.x; y/ D
1

.2 � n/!n
jx � yj2�n < 0 for y 2 @�;

which implies ˆ.x; � / > 0 on @�. By the maximum principle, we have ˆ > 0 in
�. For n D 2 we have

�.x; y/ D
1

2	
log jx � yj �

1

2	
log diam.�/ for y 2 @�:

Hence the maximum principle implies ˆ > � 1
2�

log diam.�/ in �. �

We may calculate the Green’s functions for some special domains.

PROPOSITION 1.22 The Green’s function for the ball BR.0/ is given by

G.x; y/ D
1

.2 � n/!n

�
jx � yj2�n �

ˇ̌
ˇ̌ R
jxj
x �
jxj

R
y

ˇ̌
ˇ̌2�n

�
for n � 3;(i)

G.x; y/ D
1

2	

�
log jx � yj � log

ˇ̌
ˇ̌ R
jxj
x �
jxj

R
y

ˇ̌
ˇ̌
�

for n D 2:(ii)

PROOF: Fix x ¤ 0 with jxj < R. ConsiderX 2 Rn n xBR withX the multiple
of x and jX j � jxj D R2, that is, X D R2

jxj2
x. In other words, X and x are reflexive

with respect to the sphere @BR. Note the map x 7�! X is conformal; that is, it
preserves angles. If jyj D R, we have by similarity of triangles

jxj

R
D

R

jX j
D
jy � xj

jy �X j
;

which implies

(1.5) jy � xj D
jxj

R
jy �X j D

ˇ̌
ˇ̌ jxj
R
y �

R

jxj
x

ˇ̌
ˇ̌ for any y 2 @BR:

Therefore, in order to have zero boundary value, we take for n � 3

G.x; y/ D
1

.2 � n/!n

�
1

jx � yjn�2
�

�
R

jxj

�n�2 1

jy � X jn�2

�
:

The case n D 2 is similar. �

Next, we calculate the normal derivative of Green’s function on the sphere.

COROLLARY 1.23 Suppose G is the Green’s function in BR.0/. Then there holds

@G

@n
.x; y/ D

R2 � jxj2

!nRjx � yjn
for any x 2 BR and y 2 @BR:

PROOF: We just consider the case n � 3. Recall with X D R2x=jxj2

G.x; y/ D
1

.2 � n/!n

�
jx � yj2�n �

�
R

jxj

�n�2
jy �X j2�n

�

for x 2 BR; y 2 @BR:
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1.3. FUNDAMENTAL SOLUTIONS 13

Hence we have for such x and y

DyiG.x; y/ D �
1

!n

�
xi � yi

jx � yjn
�

�
R

jxj

�n�2
�
Xi � yi

jX � yjn

�
D

yi

!nR2
R2 � jxj2

jx � yjn

by (1.5) in the proof of Proposition 1.22. We obtain with ni D
yi
R

for jyj D R

@G

@n
.x; y/ D

nX
iD1

niDyiG.x; y/ D
1

wnR
�
R2 � jxj2

jx � yjn
:

�
Denote by K.x; y/ the function in Corollary 1.23 for x 2 �;y 2 @�. It is

called a Poisson kernel and has the following properties:
(i) K.x; y/ is smooth for x ¤ y;

(ii) K.x; y/ > 0 for jxj < RI
(iii)

R
jyjDRK.x; y/dSy D 1 for any jxj < R.

The following result gives the existence of harmonic functions in balls with
prescribed Dirichlet boundary value.

THEOREM 1.24 (Poisson Integral Formula) For ' 2 C.@BR.0//, the function u
defined by

u.x/ D

(R
@BR.0/

K.x; y/'.y/dSy ; jxj < R;

'.x/; jxj D R;

satisfies u 2 C.x�/ \ C1.�/ and(
�u D 0 in �;

u D ' on @�:

For the proof, see [9, pp. 107–108].

REMARK 1.25. In the Poisson integral formula, by letting x D 0, we have

u.0/ D
1

!nRn�1

Z

@BR.0/

'.y/dSy ;

which is the mean value property.

LEMMA 1.26 (Harnack’s Inequality) Suppose u is harmonic inBR.x0/ and u � 0.
Then there holds�

R

RC r

�n�2R � r
RC r

u.x0/ � u.x/ �

�
R

R � r

�n�2RC r
R � r

u.x0/

where r D jx � x0j < R.

PROOF: We may assume x0 D 0 and u 2 C. xBR/. Note that u is given by the
Poisson integral formula

u.x/ D
1

!nR

Z

@BR

R2 � jxj2

jy � xjn
u.y/dSy :
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14 1. HARMONIC FUNCTIONS

Since R � jxj � jy � xj � RC jxj for jyj D R, we have

1

!nR
�
R � jxj

RC jxj

�
1

RC jxj

�n�2 Z

@BR

u.y/dSy � u.x/ �

1

!nR
�
RC jxj

R � jxj

�
1

R � jxj

�n�2 Z

@BR

u.y/dSy :

The mean value property implies

u.0/ D
1

!nRn�1

Z

@BR

u.y/dSy :

This finishes the proof. �

COROLLARY 1.27 If harmonic function u in Rn is bounded above or below, then
u � const.

PROOF: We assume u � 0 in Rn. Take any point x 2 Rn and apply
Lemma 1.26 to any ball BR.0/ with R > jxj. We obtain

�
R

RC jxj

�n�2R � jxj
RC jxj

u.0/ � u.x/ �

�
R

R � jxj

�n�2RC jxj
R � jxj

u.0/;

which implies u.x/ D u.0/ by letting R!C1. �

Next we prove a result concerning the removable singularity.

THEOREM 1.28 Suppose u is harmonic in BR n f0g and satisfies

u.x/ D

(
o.log jxj/; n D 2;

o.jxj2�n/; n � 3;
as jxj ! 0:

Then u can be defined at 0 so that it is C 2 and harmonic in BR.

PROOF: Assume u is continuous in 0 < jxj � R. Let v solve(
�v D 0 in BR;

v D u on @BR:

We will prove u D v inBRnf0g. Setw D v�u inBRnf0g andMr D max@Br jwj.
We prove for n � 3. It is obvious that

jw.x/j �Mr �
rn�2

jxjn�2
on @Br :

Notew and 1
jxjn�2

are harmonic in BRnBr . Hence the maximum principle implies

jw.x/j �Mr �
rn�2

jxjn�2
for any x 2 BR n Br
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1.4. MAXIMUM PRINCIPLES 15

whereMr D max@Br jv � uj � max@Br jvjCmax@Br juj �M Cmax@Br juj with
M D max@BR juj. Hence we have for each fixed x ¤ 0

jw.x/j �
rn�2

jxjn�2
M C

1

jxjn�2
rn�2 max

@Br
juj ! 0 as r ! 0;

that is w D 0 in BR n f0g. �

1.4. Maximum Principles

In this section we will use the maximum principle to derive the interior gradient
estimate and the Harnack inequality.

THEOREM 1.29 Suppose u 2 C 2.B1/ \ C. xB1/ is a subharmonic function in B1;
that is,4u � 0. Then there holds

sup
B1

u � sup
@B1

u:

PROOF: For " > 0 we consider u".x/ D u.x/ C "jxj2 in B1. Then simple
calculation yields

4u" D 4uC 2n" � 2n" > 0:

It is easy to see, by a contradiction argument, that u" cannot have an interior max-
imum, in particular,

sup
B1

u" � sup
@B1

u":

Therefore we have
sup
B1

u � sup
B1

u" � sup
@B1

uC ":

We finish the proof by letting "! 0. �

REMARK 1.30. The result still holds ifB1 is replaced by any bounded domain.

The next result is the interior gradient estimate for harmonic functions. The
method is due to Bernstein back in 1910.

PROPOSITION 1.31 Suppose u is harmonic in B1. Then there holds

sup
B1=2

jDuj � c sup
@B1

juj

where c D c.n/ is a positive constant. In particular, for any ˛ 2 Œ0; 1� there holds

ju.x/ � u.y/j � cjx � yj˛ sup
@B1

juj for any x; y 2 B1=2

where c D c.n; ˛/ is a positive constant.

PROOF: Direct calculation shows that

4.jDuj2/ D 2

nX
i;jD1

.Diju/
2 C 2

nX
iD1

DiuDi .4u/ D 2

nX
i;jD1

.Diju/
2

Licensed to Univ of Calif, San Diego.  Prepared on Sat Jun 23 20:15:33 EDT 2018for download from IP 137.110.192.40/138.253.100.86.

License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



16 1. HARMONIC FUNCTIONS

where we used 4u D 0 in B1. Hence jDuj2 is a subharmonic function. To get
interior estimates we need a cutoff function. For any ' 2 C 10 .B1/ we have

4.'jDuj2/ D .4'/jDuj2 C 4

nX
i;jD1

Di'DjuDijuC 2'

nX
i;jD1

.Diju/
2:

By taking ' D �2 for some � 2 C 10 .B1/ with � � 1 in B1=2, we obtain by the
Hölder inequality

4.�2jDuj2/ D 2�4�jDuj2 C 2jD�j2jDuj2

C 8�

nX
i;jD1

Di�DjuDijuC 2�
2

nX
i;jD1

.Diju/
2

� .2�4� � 6jD�j2/jDuj2 � �C jDuj2

where C is a positive constant depending only on �. Note that4.u2/ D 2jDuj2C
2u4u D 2jDuj2 since u is harmonic. By taking ˛ large enough we get

4.�2jDuj2 C ˛u2/ � 0:

We may apply Theorem 1.29 (the maximum principle) to get the result. �

Next we derive the Harnack inequality.

LEMMA 1.32 Suppose u is a nonnegative harmonic function in B1. Then there
holds

sup
B1=2

jD loguj � C

where C D C.n/ is a positive constant.

PROOF: We may assume u > 0 in B1. Set v D logu. Then direct calculation
shows

4v D �jDvj2:

We need the interior gradient estimate on v. Set w D jDvj2: Then we get

4w C 2

nX
iD1

DivDiw D 2

nX
i;jD1

.Dij v/
2:

As before we need a cutoff function. First note

(1.6)
nX

i;jD1

.Dij v/
2 �

nX
i

.Di iv/
2 �

1

n
.4v/2 D

jDvj4

n
D
w2

n
:
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1.4. MAXIMUM PRINCIPLES 17

Take a nonnegative function ' 2 C 10 .B1/. We obtain by the Hölder inequality

4.'w/C 2

nX
iD1

DivDi .'w/

D 2'

nX
i;jD1

.Dij v/
2 C 4

nX
i;jD1

Di'Dj vDij v C 2w

nX
iD1

Di'Div C .4'/w

� '

nX
i;jD1

.Dij v/
2 � 2jD'jjDvj3 �

�
j4'j C C

jD'j2

'

�
jDvj2

if ' is chosen such that jD'j2=' is bounded in B1. Choose ' D �4 for some
� 2 C 10 .B1/. Hence for such fixed � we obtain by (1.1)

4.�4w/C 2

nX
iD1

DivDi .�
4w/

�
1

n
�4jDvj4 � C�3jD�jjDvj3 � 4�2.�4�C C jD�j2/jDvj2

�
1

n
�4jDvj4 � C�3jDvj3 � C�2jDvj2

where C is a positive constant depending only on n and �. Hence we get by the
Hölder inequality

4.�4w/C 2

nX
iD1

DivDi .�
4w/ �

1

n
�4w2 � C

where C is a positive constant depending only on n and �.
Suppose �4w attains its maximum at x0 2 B1. Then D.�4w/ D 0 and

4.�4w/ � 0 at x0. Hence there holds

�4w2.x0/ � C.n; �/:

If w.x0/ � 1, then �4w.x0/ � C.n/. Otherwise �4w.x0/ � w.x0/ � �4.x0/. In
both cases we conclude

�4w � C.n; �/ in B1:
�

COROLLARY 1.33 Suppose u is a nonnegative harmonic function in B1. Then
there holds

u.x1/ � Cu.x2/ for any x1; x2 2 B1=2
where C is a positive constant depending only on n.

PROOF: We may assume u > 0 in B1. For any x1; x2 2 B1=2 by simple
integration we obtain with Lemma 1.32

log
u.x1/

u.x2/
� jx1 � x2j

Z 1

0

jD logu.tx2 C .1 � t/x1/jdt � C jx1 � x2j:

�
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18 1. HARMONIC FUNCTIONS

Next we prove a quantitative Hopf lemma.

PROPOSITION 1.34 Suppose u 2 C. xB1/ is a harmonic function in B1 D B1.0/.
If u.x/ < u.x0/ for any x 2 xB1 and some x0 2 @B1, then there holds

@u

@n
.x0/ � C.u.x0/ � u.0//

where C is a positive constant depending only on n.

PROOF: Consider a positive function v in B1 defined by

v.x/ D e�˛jxj
2

� e�˛:

It is easy to see

4v.x/ D e�˛jxj
2

.�2˛nC 4˛2jxj2/ > 0 for any jxj � 1
2

if ˛ � 2nC 1. Hence for such fixed ˛ the function v is subharmonic in the region
A D B1 n B1=2. Now define for " > 0

h".x/ D u.x/ � u.x0/C "v.x/:

This is also a subharmonic function, that is, 4h" � 0 in A. Obviously h" � 0 on
@B1 and h".x0/ D 0. Since u.x/ < u.x0/ for jxj D 1

2
we may take " > 0 small

such that h".x/ < 0 for jxj D 1
2

. Therefore by Theorem 1.29 h" assumes at the
point x0 its maximum in A. This implies

@h"

@n
.x0/ � 0 or

@u

@n
.x0/ � �"

@v

@n
.x0/ D 2˛"e

�˛ > 0:

Note that so far we have only used the subharmonicity of u. We estimate " as
follows. Set w.x/ D u.x0/�u.x/ > 0 in B1. Obviouslyw is a harmonic function
in B1. By Corollary 1.33 (the Harnack inequality) there holds

inf
B1=2

w � c.n/w.0/ or max
B1=2

u � u.x0/ � c.n/.u.x0/ � u.0//:

Hence we may take
" D ıc.n/.u.x0/ � u.0//

for ı small, depending on n. This finishes the proof. �
To finish this section we prove a global Hölder continuity result.

LEMMA 1.35 Suppose u 2 C. xB1/ is a harmonic function in B1 with u D ' on
@B1. If ' 2 C ˛.@B1/ for some ˛ 2 .0; 1/, then u 2 C ˛=2. xB1/. Moreover, there
holds

kukC˛=2. xB1/ � Ck'kC˛.@B1/

where C is a positive constant depending only on n and ˛.

PROOF: First the maximum principle implies that inf@B1 ' � u � sup@B1 ' in
B1. Next we claim that for any x0 2 @B1 there holds

(1.7) sup
x2B1

ju.x/ � u.x0/j

jx � x0j˛=2
� 2˛=2 sup

x2@B1

j'.x/ � '.x0/j

jx � x0j˛
:
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1.5. ENERGY METHOD 19

Lemma 1.35 follows easily from (1.7). For any x; y 2 B1, set dx D dist.x; @B1/
and dy D dist.y; @B1/. Suppose dy � dx . Take x0; y0 2 @B1 such that jx�x0j D
dx and jy � y0j D dy . Assume first that jx � yj � dx=2. Then y 2 xBdx=2.x/ �
Bdx .x/ � B1. We apply Proposition 1.31 (scaled version) to u� u.x0/ in Bdx .x/
and get by (1.7)

d˛=2x

ju.x/ � u.y/j

jx � yj˛=2
� C ju � u.x0/jL1.Bdx .x// � Cd

˛=2
x k'kC˛.@B1/:

Hence we obtain

ju.x/ � u.y/j � C jx � yj˛=2k'kC˛.@B1/:

Assume now that dy � dx � 2jx � yj. Then by (1.7) again we have

ju.x/ � u.y/j � ju.x/ � u.x0/j C ju.x0/ � u.y0/j C ju.y0/ � u.y/j

� C.d˛=2x C jx0 � y0j
˛=2 C d˛=2y /k'kC˛.@B1/

� C jx � yj˛=2k'kC˛.@B1/

since jx0 � y0j � dx C jx � yj C dy � 5jx � yj.
In order to prove (1.7) we assumeB1 D B1..1; 0; : : : ; 0//, x0 D 0, and '.0/ D

0. Define K D supx2@B1 j'.x/j=jxj
˛ . Note jxj2 D 2x1 for x 2 @B1. Therefore

for x 2 @B1 there holds

'.x/ � Kjxj˛ � 2˛=2Kx
˛=2
1 :

Define v.x/ D 2˛=2Kx˛=21 in B1. Then we have

4v.x/ D 2˛=2K �
˛

2

�
˛

2
� 1

�
x
˛=2�2
1 < 0 in B1:

Theorem 3.1 implies

u.x/ � v.x/ D 2˛=2Kx
˛=2
1 � 2˛=2Kjxj˛=2 for any x 2 B1:

Considering �u similarly, we get

ju.x/j � 2˛=2Kjxj˛=2 for any x 2 B1:

This proves (1.7). �

1.5. Energy Method

In this section we discuss harmonic functions by using the energy method. In
general we assume throughout this section that aij 2 C.B1/ satisfies


j�j2 � aij .x/�i�j � ƒj�j
2 for any x 2 B1 and � 2 Rn

for some positive constants 
 and ƒ. We consider the function u 2 C 1.B1/ satis-
fying Z

B1

aijDiuDj' D 0 for any ' 2 C 10 .B1/:
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20 1. HARMONIC FUNCTIONS

It is easy to check by integration by parts that the harmonic functions satisfy the
above equation for aij D ıij .

LEMMA 1.36 (Cacciopolli’s Inequality) Suppose u 2 C 1.B1/ satisfiesZ

B1

aijDiuDj' D 0 for any ' 2 C 10 .B1/:

Then for any function � 2 C 10 .B1/, we haveZ

B1

�2jDuj2 � C

Z

B1

jD�j2u2

where C is a positive constant depending only on 
 and ƒ.

PROOF: For any � 2 C 10 .B1/ set ' D �2u. Then we have




Z

B1

�2jDuj2 � ƒ

Z

B1

�jujjD�jjDuj:

We obtain the result by the Hölder inequality. �

COROLLARY 1.37 Let u be as in Lemma 1.36. Then for any 0 � r < R � 1 there
holds Z

Br

jDuj2 �
C

.R � r/2

Z

BR

u2

where C is a positive constant depending only on 
 and ƒ.

PROOF: Take � such that � D 1 on Br , � D 0 outside BR, and jD�j �
2.R � r/�1. �

COROLLARY 1.38 Let u be as in Lemma 1.36. Then for any 0 < R � 1 there holdZ

BR=2

u2 � �

Z

BR

u2 and
Z

BR=2

jDuj2 � �

Z

BR

jDuj2

where � D �.n; 
;ƒ/ 2 .0; 1/.

PROOF: Take � 2 C 10 .BR/ with � D 1 on BR=2 and jD�j � 2R�1. Then
Lemma 1.36 yieldsZ

BR

jD.�u/j2 � C

Z

BR

jD�j2u2 �
C

R2

Z

BRnBR=2

u2

by noting D� D 0 in BR=2. Hence by the Poincaré inequality we getZ

BR

.�u/2 � c.n/R2
Z

BR

jD.�u/j2:
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1.5. ENERGY METHOD 21

Therefore we obtainZ

BR=2

u2 � C

Z

BRnBR=2

u2; which implies .C C 1/

Z

BR=2

u2 � C

Z

BR

u2:

For the second inequality, observe that Lemma 1.36 holds for u�a for arbitrary
constant a. Then as before we haveZ

BR

�2jDuj2 � C

Z

BR

jD�j2.u � a/2 �
C

R2

Z

BRnBR=2

.u � a/2:

The Poincaré inequality implies with a D jBR n BR=2j
�1
R
BRnBR=2

u

Z

BRnBR=2

.u � a/2 � c.n/R2
Z

BRnBR=2

jDuj2:

Hence we obtain Z

BR=2

jDuj2 � C

Z

BRnBR=2

jDuj2I

in particular,

.C C 1/

Z

BR=2

jDuj2 � C

Z

BR

jDuj2:

�

REMARK 1.39. Corollary 1.38 implies, in particular, that a harmonic function
in Rn with finite L2-norm is identically 0 and that a harmonic function in Rn with
finite Dirichlet integral is constant.

REMARK 1.40. By iterating the result in Corollary 1.38, we have the following
estimates. Let u be in Lemma 1.36. Then for any 0 < � < r � 1 there holdZ

B�

u2 � C

�
�

r

�� Z

Br

u2 and
Z

B�

jDuj2 � C

�
�

r

�� Z

Br

jDuj2

for some positive constant � D �.n; 
;ƒ/. Later on we will prove that we can
take � 2 .n�2; n/ in the second inequality. For harmonic functions we have better
results.

LEMMA 1.41 Suppose faij g is a constant positive definite matrix with


j�j2 � aij �i�j � ƒj�j
2 for any � 2 Rn

for some constants 0 < 
 � ƒ. Suppose u 2 C 1.B1/ satisfies

(1.8)
Z

B1

aijDiuDj' D 0 for any ' 2 C 10 .B1/:
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22 1. HARMONIC FUNCTIONS

Then for any 0 < � � r , there holdZ

B�

juj2 � c

�
�

r

�n Z

Br

juj2;(1.9)

Z

B�

ju � u�j
2 � c

�
�

r

�nC2 Z

Br

ju � ur j
2;(1.10)

where c D c.
;ƒ/ is a positive constant and ur denotes the average of u in Br .

PROOF: By dilation, consider r D 1. We restrict our consideration to the
range � 2 .0; 1

2
�, since (1.9) and (1.10) are trivial for � 2 .1

2
; 1�. �

CLAIM.

juj2L1.B1=2/ C jDuj
2
L1.B1=2/

� c.
;ƒ/

Z

B1

juj2:

Therefore for � 2 .0; 1
2
�Z

B�

juj2 � �njuj2L1.B1=2/ � c�
n

Z

B1

juj2

and Z

B�

ju � u�j
2 �

Z

B�

ju � u.0/j2 � �nC2jDuj2L1.B1=2/ � c�
nC2

Z

B1

juj2:

If u is a solution of (1.8), so is u � u1. With u replaced by u � u1 in the above
inequality, there holds Z

B�

ju � u�j
2 � c�nC2

Z

B1

ju � u1j
2:

PROOF: We present two methods.

METHOD 1. By rotation, we may assume faij g is a diagonal matrix. Hence
(1.8) becomes

nX
iD1


iDi iu D 0

with 0 < 
 � 
i � ƒ for i D 1; : : : ; n. It is easy to see there exists an r0 D
r0.
;ƒ/ 2 .0;

1
2
/ such that for any x0 2 B1=2 the rectangle�

x W
jxi � x0i j
p

i

< r0

�

is contained in B1. Change the coordinate

xi 7�! yi D
xi
p

i

and set v.y/ D u.x/:
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1.5. ENERGY METHOD 23

Then v is harmonic in fy W
Pn
iD1 
iy

2
i < 1g. In the ball fy W jy � y0j < r0g use

the interior estimates to yield

jv.y0/j
2 C jDv.y0/j

2 � c.
;ƒ/

Z

Br0 .y0/

v2 � c.
;ƒ/

Z

f
Pn
iD1 �iy

2
i
<1g

v2:

Transform back to u to get

ju.x0/j
2 C jDu.x0/j

2 � c.
;ƒ/

Z

jxj<1

u2:

METHOD 2. If u is a solution to (1.8), so are any derivatives of u. By applying
Corollary 1.37 to derivatives of u we conclude that for any positive integer k

kukHk.B1=2/
� c.k; 
;ƒ/kukL2.B1/:

If we fix a value of k sufficiently large with respect to n,Hk.B1=2/ is continuously
embedded into C 1. xB1=2/ and therefore

jujL1.B1=2/ C jDujL1.B1=2/ � c.
;ƒ/kukL2.B1/:

This finishes the proof. �
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CHAPTER 2

Maximum Principles

2.1. Guide

In this chapter we discuss maximum principles and their applications. Two
kinds of maximum principles are discussed. One is due to Hopf and the other to
Alexandroff. The former gives the estimates of solutions in terms of the L1-norm
of the nonhomogeneous terms, while the latter gives the estimates in terms of the
Ln-norm. Applications include various a priori estimates and the moving plane
method.

Most of the statements in Section 2.2 are rather simple. One probably needs to
go over Theorem 2.11 and Proposition 2.13. Section 2.3 is often the starting point
of the a priori estimates. Section 2.4 can be omitted in the first reading, as we will
look at it again in Section 5.2. The moving plane method explained in Section 2.6
has many recent applications. We choose a very simple example to illustrate such a
method. The result goes back to Gidas-Ni-Nirenberg, but the proof contains some
recent observations in the paper [1]. The classical paper of Gilbarg-Serrin [7] may
be a very good supplement to this chapter. It may also be a good idea to assume
the Harnack inequality of Krylov-Safanov in Section 5.3 and to ask students to
improve some of the results in the paper [7].

2.2. Strong Maximum Principle

Suppose � is a bounded and connected domain in Rn. Consider the operator
L in �,

Lu � aij .x/DijuC bi .x/DiuC c.x/u

for u 2 C 2.�/ \ C.x�/. We always assume that aij , bi , and c are continuous and
hence bounded in x� and that L is uniformly elliptic in � in the following sense:

aij .x/�i�j � 
j�j
2 for any x 2 � and any � 2 Rn

for some positive constant 
.

LEMMA 2.1 Suppose u 2 C 2.�/ \ C.x�/ satisfies Lu > 0 in � with c.x/ � 0
in �. If u has a nonnegative maximum in x�, then u cannot attain this maximum
in �.

PROOF: Suppose u attains its nonnegative maximum of x� in x0 2 �. Then
Diu.x0/ D 0 and the matrix B D .Dij .x0// is seminegative definite. By the
ellipticity condition the matrixA D .aij .x0// is positive definite. Hence the matrix
AB is seminegative definite with a nonpositive trace, that is, aij .x0/Diju.x0/ � 0.
This implies Lu.x0/ � 0, which is a contradiction. �

25

http://dx.doi.org/10.1090/cln/001/02

Licensed to Univ of Calif, San Diego.  Prepared on Sat Jun 23 20:15:33 EDT 2018for download from IP 137.110.192.40/138.253.100.86.

License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



26 2. MAXIMUM PRINCIPLES

REMARK 2.2. If c.x/ � 0, then the requirement for nonnegativeness can be
removed. This remark also holds for some results in the rest of this section.

THEOREM 2.3 (Weak Maximum Principle) Suppose u 2 C 2.�/\C.x�/ satisfies
Lu � 0 in � with c.x/ � 0 in �. Then u attains on @� its nonnegative maximum
in x�.

PROOF: For any " > 0, consider w.x/ D u.x/ C "e˛x1 with ˛ to be deter-
mined. Then we have

Lw D LuC "e˛x1.a11˛
2 C b1˛ C c/:

Since b1 and c are bounded and a11.x/ � 
 > 0 for any x 2 �, by choosing
˛ > 0 large enough we get

a11.x/˛
2 C b1.x/˛ C c.x/ > 0 for any x 2 �:

This implies Lw > 0 in �. By Lemma 2.1, w attains its nonnegative maximum
only on @�, that is,

sup
�

w � sup
@�

wC:

Then we obtain

sup
�

u � sup
�

w � sup
@�

wC � sup @�uC C " sup
x2@�

e˛x1 :

We finish the proof by letting "! 0. �

As an application we have the uniqueness of solution u 2 C 2.�/ \ C.x�/ to
the following Dirichlet boundary value problem for f 2 C.�/ and ' 2 C.@�/

Lu D f in �;

u D ' on @�;

if c.x/ � 0 in �.

REMARK 2.4. The boundedness of domain � is essential, since it guarantees
the existence of a maximum and a minimum of u in x�. The uniqueness does not
hold if the domain is unbounded. Some examples are given in Remark 1.9. Equally
important is the nonpositiveness of the coefficient c.

EXAMPLE. Set � D f.x; y/ 2 R2 W 0 < x < 	; 0 < y < 	g. Then
u D sinx siny is a nontrivial solution for the problem

4uC 2u D 0 in �;

u D 0 on @�:

THEOREM 2.5 (Hopf Lemma) LetB be an open ball in Rn with x0 2 @B . Suppose
u 2 C 2.B/ \ C.B [ fx0g/ satisfies Lu � 0 in B with c.x/ � 0 in B . Assume in
addition that

u.x/ < u.x0/ for any x 2 B and u.x0/ � 0:
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2.2. STRONG MAXIMUM PRINCIPLE 27

Then for each outward direction � at x0 with � � n.x0/ > 0 there holds

lim inf
t!0C

1

t
Œu.x0/ � u.x0 � t�/� > 0:

REMARK 2.6. If in addition u 2 C 1.B [ fx0g/, then we have

@u

@�
.x0/ > 0:

PROOF: We may assume that the center of B is at the origin with radius r . We
assume further that u 2 C. xB/ and u.x/ < u.x0/ for any x 2 xB n fx0g (since we
can construct a tangent ball B1 to B at x0 and B1 � B/.

Consider v.x/ D u.x/ C "h.x/ for some nonnegative function h. We will
choose " > 0 appropriately such that v attains its nonnegative maximum only at
x0. Denote † D B \ B1=2r.x0/. Define h.x/ D e�˛jxj

2

� e�˛r
2

with ˛ to be
determined. We check in the following that

Lh > 0 in †:

Direct calculation yields

Lh D e�˛jxj
2

�
4˛2

nX
i;jD1

aij .x/xixj � 2˛

nX
iD1

ai i .x/ � 2˛

nX
nD1

bi .x/xi C c

�
� ce�˛r

2

� e�˛jxj
2

�
4˛2

nX
i;jD1

aij .x/xixj � 2˛

nX
iD1

Œai i .x/C bi .x/xi �C c

�
:

By the ellipticity assumption, we have
nX

i;jD1

aij .x/xixj � 
jxj
2 � 


�
r

2

�2
> 0 in †:

So for ˛ large enough, we conclude Lh > 0 in †. With such h, we have Lv D
LuC "Lh > 0 in † for any " > 0. By Lemma 2.1, v cannot attain its nonnegative
maximum inside †.

Next we prove that for some small " > 0 v attains at x0 its nonnegative maxi-
mum. Consider v on the boundary @†.


 For x 2 @† \ B , since u.x/ < u.x0/, we have u.x/ < u.x0/ � ı for
some ı > 0. Take " small such that "h < ı on @†\B . Hence for such "
we have v.x/ < u.x0/ for x 2 @† \ B .

 On † \ @B , h.x/ D 0 and u.x/ < u.x0/ for x ¤ x0. Hence v.x/ <
u.x0/ on † \ @B n fx0g and v.x0/ D u.x0/.

Therefore we conclude
v.x0/ � v.x0 � t�/

t
� 0 for any small t > 0:

Hence we obtain by letting t ! 0

lim inf
t!0

1

t
Œu.x0/ � u.x0 � t�/� � �"

@h

@�
.x0/:
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28 2. MAXIMUM PRINCIPLES

By definition of h, we have
@h

@�
.x0/ < 0:

This finishes the proof. �

THEOREM 2.7 (Strong Maximum Principle) Let u 2 C 2.�/\C.x�/ satisfyLu �
0 with c.x/ � 0 in �. Then the nonnegative maximum of u in x� can be assumed
only on @� unless u is a constant.

PROOF: Let M be the nonnegative maximum of u in x�. Set † D fx 2 � W
u.x/ DM g. It is relatively closed in �. We need to show † D �.

We prove by contradiction. If † is a proper subset of �, then we may find an
open ballB � �n†with a point on its boundary belonging to†. (In fact, we may
choose a point p 2 � n† such that d.p;†/ < d.p; @�/ first and then extend the
ball centered at p. It hits † before hitting @�.) Suppose x0 2 @B \†. Obviously
we have Lu � 0 in B and

u.x/ < u.x0/ for any x 2 B and u.x0/ DM � 0:

Theorem 2.5 implies @u
@n
.x0/ > 0 where n is the outward normal direction at x0 to

the ball B . Since x0 is the interior maximal point of �, Du.x0/ D 0. This leads
to a contradiction. �

COROLLARY 2.8 (Comparison Principle) Suppose u 2 C 2.�/ \ C.x�/ satisfies
Lu � 0 in � with c.x/ � 0 in �. If u � 0 on @�, then u � 0 in �. In fact, either
u < 0 in � or u � 0 in �.

In order to discuss the boundary value problem with general boundary con-
dition, we need the following result, which is just a corollary of Theorems 2.5
and 2.7.

COROLLARY 2.9 Suppose� has the interior sphere property and that u 2 C 2.�/
\ C 1.x�/ satisfies Lu � 0 in � with c.x/ � 0. Assume u attains its nonnegative
maximum at x0 2 x�. Then x0 2 @� and for any outward direction � at x0 to @�

@u

@�
.x0/ > 0

unless u is constant in x�.

APPLICATION. Suppose � is bounded in Rn and satisfies the interior sphere
property. Consider the the following boundary value problem

(�)
Lu D f in �

@u

@n
C ˛.x/u D ' on @�

for some f 2 C.x�/ and ' 2 C.@�/. Assume in addition that c.x/ � 0 in � and
˛.x/ � 0 on @�. Then problem (�) has a unique solution u 2 C 2.�/ \ C 1.x�/
if c 6� 0 or ˛ 6� 0. If c � 0 and ˛ � 0, problem (�) has a unique solution
u 2 C 2.�/\ C 1.x�/ up to additive constants.
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2.2. STRONG MAXIMUM PRINCIPLE 29

PROOF: Suppose u is a solution to the following homogeneous equation:

Lu D 0 in �;
@u

@n
C ˛.x/u D 0 on @�:

CASE 1. c 6� 0 or ˛ 6� 0. We want to show u � 0.

Suppose that u has a positive maximum at x0 2 x�. If u � const > 0, this
contradicts the condition c 6� 0 in � or ˛ 6� 0 on @�. Otherwise x0 2 @� and
@u
@n
.x0/ > 0 by Corollary 2.9, which contradicts the boundary value. Therefore

u � 0.

CASE 2. c � 0 and ˛ � 0. We want to show u � const.

Suppose u is a nonconstant solution. Then its maximum in x� is assumed only
on @� by Theorem 2.7, say at x0 2 @�. Again Corollary 2.9 implies @u

@n
.x0/ > 0.

This is a contradiction. �

The following theorem, due to Serrin, generalizes the comparison principle
with no restriction on c.x/.

THEOREM 2.10 Suppose u 2 C 2.�/ \ C.x�/ satisfies Lu � 0. If u � 0 in �,
then either u < 0 in � or u � 0 in �.

PROOF: We present two methods.

METHOD 1. Suppose u.x0/ D 0 for some x0 2 �. We will prove that u � 0
in �.

Write c.x/ D cC.x/�c�.x/ where cC.x/ and c�.x/ are the positive part and
negative part of c.x/, respectively. Hence u satisfies

aijDijuC biDiu � c
�u � �cCu � 0:

So we have u � 0 by Theorem 2.7.

METHOD 2. Set v D ue�˛x1 for some ˛ > 0 to be determined. By Lu � 0,
we have

aijDij v C Œ˛.a1i C ai1/C bi �Div C .a11˛
2 C b1˛ C c/v � 0:

Choose ˛ large enough such that a11˛2 C b1˛ C c > 0. Therefore v satisfies

aijDij v C Œ˛.a1i C ai1/C bi �Div � 0:

Hence we apply Theorem 2.7 to v to conclude that either v < 0 in � or v � 0

in �. �

The next result is the general maximum principle for the operator L with no
restriction on c.x/.

THEOREM 2.11 Suppose there exists a w 2 C 2.�/ \ C 1.x�/ satisfying w > 0

in x� and Lw � 0 in �. If u 2 C 2.�/ \ C.x�/ satisfies Lu � 0 in �, then u
w

cannot assume in � its nonnegative maximum unless u
w
� const. If, in addition,
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30 2. MAXIMUM PRINCIPLES

u
w

assumes its nonnegative maximum at x0 2 @� and u
w
6� const, then for any

outward direction � at x0 to @� there holds

@

@�

�
u

w

�
.x0/ > 0

if @� has the interior sphere property at x0.

PROOF: Set v D u
w

. Then v satisfies

aijDij v C BiDiv C

�
Lw

w

�
v � 0

where Bi D bi C
2
w
aijDijw. We may apply Theorem 2.7 and Corollary 2.9

to v. �
REMARK 2.12. If the operator L in� satisfies the condition of Theorem 2.11,

then the comparison principle applies to L. In particular, the Dirichlet boundary
value problem

Lu D f in �;

u D ' on @�;

has at most one solution.

The next result is the so-called maximum principle for a narrow domain.

PROPOSITION 2.13 Let d be a positive number and e be a unit vector such that
j.y � x/ � ej < d for any x; y 2 �. Then there exists a d0 > 0, depending only on

 and the sup-norm of bi and cC, such that the assumptions of Theorem 2.11 are
satisfied if d � d0.

PROOF: By choosing e D .1; 0; : : : ; 0/ we suppose x� lies in f0 < x1 < dg.
Assume in addition jbi j; cC � N for some positive constant N . We construct w
as follows. Set w D e˛d � e˛x1 > 0 in x�. By direct calculation we have

Lw D �.a11˛
2 C b1˛/e

˛x1 C c.e˛d � e˛x1/ � �.a11˛
2 C b1˛/CNe

˛d :

Choose ˛ so large that

a11˛
2 C b1˛ � 
˛

2 �N˛ � 2N:

HenceLw � �2NCNe˛d D N.e˛d�2/ � 0 if d is small such that e˛d � 2. �
REMARK 2.14. Some results in this section, including Proposition 2.13, hold

for unbounded domain. Compare Proposition 2.13 with Theorem 2.32.

2.3. A Priori Estimates

In this section we derive a priori estimates for solutions to the Dirichlet prob-
lem and the Neumann problem.

Suppose � is a bounded and connected domain in Rn. Consider the operator
L in �

Lu � aij .x/DijuC bi .x/DiuC c.x/u
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2.3. A PRIORI ESTIMATES 31

for u 2 C 2.�/ \ C.x�/. We assume that aij , bi , and c are continuous and hence
bounded in x� and that L is uniformly elliptic in �, that is,

aij .x/�i�j � 
j�j
2 for any x 2 � and any � 2 Rn

where 
 is a positive number. We denote by ƒ the sup-norm of aij and bi , that is,

max
�
jaij j Cmax

�
jbi j � ƒ:

PROPOSITION 2.15 Suppose u 2 C 2.�/ \ C.x�/ satisfies(
Lu D f in �;

u D ' on @�;

for some f 2 C.x�/ and ' 2 C.@�/. If c.x/ � 0, then there holds

ju.x/j � max
@�
j'j C C max

�
jf j for any x 2 �

where C is a positive constant depending only on 
, ƒ, and diam.�/.

PROOF: We will construct a function w in � such that

L.w ˙ u/ D Lw ˙ f � 0 or Lw � �f in �;(i)

w ˙ u D w ˙ ' � 0 or w � �' on @�:(ii)

Denote F D max� jf j and ˆ D max@� j'j. We need

Lw � �F in �;

w � ˆ on @�:

Suppose the domain � lies in the set f0 < x1 < dg for some d > 0. Set w D
ˆ C .e˛d � e˛x1/F with ˛ > 0 to be chosen later. Then we have by direct
calculation

�Lw D .a11˛
2 C b1˛/Fe

˛x1 � cˆ � c.e˛d � e˛x1/F

� .a11˛
2 C b1˛/F � .˛

2
C b1˛/F � F

by choosing ˛ large such that ˛2
C b1.x/˛ � 1 for any x 2 �. Hence w satisfies
(i) and (ii). By Corollary 2.8 (the comparison principle) we conclude�w � u � w
in �; in particular,

sup
�

juj � ˆC .e˛d � 1/F

where ˛ is a positive constant depending only on 
 and ƒ. �
PROPOSITION 2.16 Suppose u 2 C 2.�/ \ C 1.x�/ satisfies(

Lu D f in �;
@u
@n
C ˛.x/u D ' on @�;

where n is the outward normal direction to @�. If c.x/ � 0 in� and ˛.x/ � ˛0 >
0 on @�, then there holds

ju.x/j � C
˚
max
@�
j'j Cmax

�
jf j
�

for any x 2 �
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32 2. MAXIMUM PRINCIPLES

where C is a positive constant depending only on 
, ƒ, ˛0, and diam.�/.

PROOF: We prove for a special case and the general case.

CASE 1. Special case: c.x/ � �c0 < 0.

We will show

ju.x/j �
1

c0
F C

1

˛0
ˆ for any x 2 �:

Define v D 1
c0
F C 1

˛0
ˆ˙ u. Then we have

Lv D c.x/

�
1

c0
F C

1

˛0
ˆ

�
˙ f � �F ˙ f � 0 in �;

@v

@n
C ˛v D ˛

�
1

c0
F C

1

˛0
ˆ

�
˙ ' � ˆ˙ ' � 0 on @�:

If v has a negative minimum in x�, then v attains it on @� by Theorem 2.5, say, at
x0 2 @�. This implies @v

@n
.x0/ � 0 for n D n.x0/, the outward normal direction

at x0. Therefore we get �
@v

@n
C ˛v

�
.x0/ � ˛v.x0/ < 0;

which is a contradiction. Hence we have v � 0 in x�, in particular,

ju.x/j �
1

c0
F C

1

˛0
ˆ for any x 2 �:

Note that for this special case c0 and ˛0 are independent of 
 and ƒ.

CASE 2. General case: c.x/ � 0 for any x 2 �.

Consider the auxiliary function u.x/ D z.x/w.x/ where z is a positive func-
tion in x� to be determined. Direct calculation shows that w satisfies

aijDijw C BiDiw C

�
c C

aijDij z C biDiz

z

�
w D

f

z
in �;

@w

@n
C

�
˛ C

1

z

@z

@n

�
w D

'

z
on @�;

where Bi D 1
z
.aij C aj i /Dj z C bi . We need to choose the function z > 0 in x�

such that there hold in

c C
aijDij z C biDiz

z
� �c0.
;ƒ; d; ˛0/ < 0 in �;

˛ C
1

z

@z

@n
�
1

2
˛0 on @�;

or
aijDij z C biDiz

z
� �c0 < 0 in �;ˇ̌

ˇ̌1
z

@z

@n

ˇ̌
ˇ̌ � 1

2
˛0 on @�:
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2.4. GRADIENT ESTIMATES 33

Suppose the domain � lies in f0 < x1 < dg. Choose z.x/ D AC eˇd � eˇx1 for
x 2 � for some positive A and ˇ to be determined. Direct calculation shows

�
1

z
.aijDij z C biDiz/ D

.ˇ2a11 C ˇb1/e
ˇx1

AC eˇd � eˇx1

�
ˇ2a11 C ˇb1

AC eˇd
�

1

AC eˇd
> 0

if ˇ is chosen such that ˇ2a11 C ˇb1 � 1. Then we haveˇ̌
ˇ̌1
z

@z

@n

ˇ̌
ˇ̌ � ˇ

A
eˇd �

1

2
˛0

if A is chosen large. This reduces to the special case we just discussed. The new
extra first-order term does not change the result. We may apply the special case
to w. �

REMARK 2.17. The result fails if we just assume ˛.x/ � 0 on @�. In fact, we
cannot even get the uniqueness.

2.4. Gradient Estimates

The basic idea in the treatment of gradient estimates, due to Bernstein, involves
differentiation of the equation with respect to xk , k D 1; : : : ; n, followed by mul-
tiplication byDku and summation over k. The maximum principle is then applied
to the resulting equation in the function v D jDuj2, possibly with some modifi-
cation. There are two kinds of gradient estimates, global gradient estimates and
interior gradient estimates. We will use semilinear equations to illustrate the idea.

Suppose � is a bounded and connected domain in Rn. Consider the equation

aij .x/DijuC bi .x/Diu D f .x; u/ in �

for u 2 C 2.�/ and f 2 C.� 	 R/. We always assume that aij and bi are
continuous and hence bounded in x� and that the equation is uniformly elliptic in
� in the following sense:

aij .x/�i�j � 
j�j
2 for any x 2 � and any � 2 Rn

for some positive constant 
.

PROPOSITION 2.18 Suppose u 2 C 3.�/ \ C 1.x�/ satisfies

(2.1) aij .x/DijuC bi .x/Diu D f .x; u/ in �

for aij ; bi 2 C 1.x�/ and f 2 C 1.x� 	R/. Then there holds

sup
�

jDuj � sup
@�

jDuj C C

whereC is a positive constant depending only on 
, diam.�/, jaij ; bi jC1.x�/,M D
jujL1.�/, and jf jC1.x��Œ�M;M�/.
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34 2. MAXIMUM PRINCIPLES

PROOF: Set L � aijDij C biDi . We calculate L.jDuj2/ first. Note

Di .jDuj
2/ D 2DkuDkiu;

Dij .jDuj
2/ D 2DkiDkjuC 2DkuDkiju:(2.2)

Differentiating (2.1) with respect to xk , multiplying byDku, and summing over k,
we have by (2.2)

aijDij .jDuj
2/C biDi .jDuj

2/

D 2aijDkiuDkju � 2DkaijDkuDiju

� 2DkbiDkuDiuC 2Dzf jDuj
2 C 2DkfDku:

The ellipticity assumption impliesX
i;j;k

aijDkiuDkju � 
jD
2uj2:

By the Cauchy inequality, we have

L.jDuj2/ � 
jD2uj2 � C jDuj2 � C

with C a positive constant depending only on jf jC1.x��Œ�M;M�/, jaij ; bi jC1.x�/,
and 
.

We need to add another term u2. We have by the ellipticity assumption

L.u2/ D 2aijDiuDjuC 2ufaijDijuC biDiug

� 2
jDuj2 C 2uf:

Therefore we obtain

L.jDuj2 C ˛u2/ � 
jD2uj2 C .2
˛ � C/jDuj2 � C

� 
jD2uj2 C jDuj2 � C

if we choose ˛ > 0 large, with C depending in addition on M . In order to control
the constant term we may consider another function eˇx1 for ˇ > 0. Hence we get

L.jDuj2 C ˛u2 C eˇx1/ � 
jD2uj2 C jDuj2

C fˇ2a11e
ˇx1 C ˇb1e

ˇx1 � C g:

If we put the domain � � fx1 > 0g; then eˇx1 � 1 for any x 2 �. By choosing
ˇ large, we may make the last term positive. Therefore, if we set w D jDuj2 C
˛juj2 C eˇx1 for large ˛; ˇ depending only on 
, diam.�/, jaij ; bi jC1.x�/, M D
jujL1.�/, and jf jC1.x��Œ�M;M�/, then we obtain

Lw � 0 in �:

By the maximum principle we have

sup
�

w � sup
@�

w:

This finishes the proof. �
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2.4. GRADIENT ESTIMATES 35

Similarly, we can discuss the interior gradient bound. In this case, we just
require the bound of sup� juj.

PROPOSITION 2.19 Suppose u 2 C 3.�/ satisfies

aij .x/DijuC bi .x/Diu D f .x; u/ in �

for aij ; bi 2 C 1.x�/ and f 2 C 1.x�	R/. Then there holds for any compact subset
�0 b �

sup
�0
jDuj � C

where C is a positive constant that depends only on 
, diam.�/, dist.�0; @�/,
jaij ; bi jC1.x�/, M D jujL1.�/, and jf jC1.x��Œ�M;M�/.

PROOF: We need to take a cutoff function 
 2 C10 .�/ with 
 � 0 and
consider the auxiliary function with the following form:

w D 
 jDuj2 C ˛juj2 C eˇx1 :

Set v D 
 jDuj2. Then we have for operator L defined as before

Lv D .L
/jDuj2 C 
L.jDuj2/C 2aijDi
Dj jDuj
2:

Recall an inequality in the proof of Proposition 2.18,

L.jDuj2/ � 
jD2uj2 � C jDuj2 � C:

Hence we have

Lv � 

 jD2uj2 C 2aijDkuDi
Dkju � C jDuj
2 C .L
/jDuj2 � C:

The Cauchy inequality implies for any " > 0

j2aijDkuDi
Dkjuj � "jD
 j
2jD2uj2 C c."/jDuj2:

For the cutoff function 
 , we require that

jD
 j2 � C
 in �:

Therefore we have by taking " > 0 small

Lv � 

 jD2uj2
�
1 � "

jD
 j2




�
� C jDuj2 � C

�
1

2


 jD2uj2 � C jDuj2 � C:

Now we may proceed as before. �
In the rest of this section we use barrier functions to derive the boundary gradi-

ent estimates. We need to assume that the domain � satisfies the uniform exterior
sphere property.

PROPOSITION 2.20 Suppose u 2 C 2.�/ \ C.x�/ satisfies

aij .x/DijuC bi .x/Diu D f .x; u/ in �

for aij ; bi 2 C.x�/ and f 2 C.x� 	R/. Then there holds

ju.x/ � u.x0/j � C jx � x0j for any x 2 � and x0 2 @�
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36 2. MAXIMUM PRINCIPLES

where C is a positive constant depending only on 
, �, jaij ; bi jL1.�/, M D

jujL1.�/, jf jL1.��Œ�M;M�/, and j'jC2.x�/ for some ' 2 C 2.x�/ with ' D u

on @�.

PROOF: For simplicity we assume u D 0 on @�. As before, setL D aijDijC
biDi . Then we have

L.˙u/ D ˙f � �F in �

where we denote F D sup� jf . � ; u/j. Now fix x0 2 @�. We will construct a
function w such that

Lw � �F in �; w.x0/ D 0; wj@� � 0:

Then by the maximum principle we have

�w � u � w in �:

Taking the normal derivative at x0, we haveˇ̌
ˇ̌@u
@n
.x0/

ˇ̌
ˇ̌ � @w

@n
.x0/:

So we need to bound @w
@n
.x0/ independently of x0.

Consider the exterior ball BR.y/ with xBR.y/\ x� D fx0g. Define d.x/ as the
distance from x to @BR.y/. Then we have

0 < d.x/ < D � diam.�/ for any x 2 �:

In fact, d.x/ D jx�yj�R for any x 2 �. Consider w D  .d/ for some function
 defined in Œ0;1/. Then we need

 .0/ D 0 .H) w.x0/ D 0/

 .d/ > 0 for d > 0 .H) wj@� � 0/

 0.0/ is controlled:

From the first two inequalities, it is natural to require that  0.d/ > 0. Note

Lw D  00aijDidDjd C  
0aijDijd C  

0biDid:

Direct calculation yields

Did.x/ D
xi � yi

jx � yj
;

Dijd.x/ D
ıij

jx � yj
�
.xi � yi /.xi � yi /

jx � yj3
;

which imply jDd j D 1 and with ƒ D sup jaij j

aijDijd D
ai i

jx � yj
�

aij

jx � yj
DidDjd �

nƒ

jx � yj
�




jx � yj

D
nƒ � 


jx � yj
�
nƒ � 


R
:
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2.5. ALEXANDROFF MAXIMUM PRINCIPLE 37

Therefore we obtain by ellipticity

Lw �  00aijDidDjd C  
0

�
nƒ � 


R
C jbj

�

� 
 00 C  0
�
nƒ � 


R
C jbj

�

if we require  00 < 0. Hence in order to have Lw � �F we need


 00 C  0
�
nƒ � 


R
C jbj

�
C F � 0:

To this end, we study the equation for some positive constants a and b

 00 C a 0 C b D 0

whose solution is given by

 .d/ D �
b

a
d C

C1

a
�
C2

a
e�ad

for some constants C1 and C2. For  .0/ D 0, we need C1 D C2. Hence we have
for some constant C

 .d/ D �
b

a
d C

C

a
.1 � e�ad /;

which implies

 0.d/ D Ce�ad �
b

a
D e�ad

�
C �

b

a
ead

�

 00.d/ D �Cae�ad :

In order to have  0.d/ > 0, we need C � b
a
eaD . Since  0.d/ > 0 for d > 0, so

 .d/ >  .0/ D 0 for any d > 0. Therefore we take

 .d/ D �
b

a
d C

b

a2
eaD.1 � e�ad /

D
b

a

�
1

a
eaD.1 � e�ad / � d

�
:

Such  satisfies all the requirements we imposed. This finishes the proof. �

2.5. Alexandroff Maximum Principle

Suppose � is a bounded domain in Rn and consider a second-order elliptic
operator L in �

L � aij .x/Dij C bi .x/Di C c.x/

where coefficients aij ; bi ; c are at least continuous in �. Ellipticity means that
the coefficient matrix A D .aij / is positive definite everywhere in �. We set
D D det.A/ andD� D D1=n so thatD� is the geometric mean of the eigenvalues
of A. Throughout this section we assume

0 < 
 � D� � ƒ
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38 2. MAXIMUM PRINCIPLES

where 
 andƒ are two positive constants, which denote, respectively, the minimal
and maximal eigenvalues of A.

Before stating the main theorem, we first introduce the concept of contact sets.
For u 2 C 2.�/ we define

�C D fy 2 � W u.x/ � u.y/CDu.y/ � .x � y/ for any x 2 �g:

The set �C is called the upper contact set of u, and the Hessian matrix D2u D
.Diju/ is nonpositive on �C. In fact, the upper contact set can also be defined for
continuous function u by the following:

�C D fy 2 � W u.x/ � u.y/C p � .x � y/ for any x 2 �

and some p D p.y/ 2 Rng:

Clearly, u is concave if and only if �C D �. If u 2 C 1.�/, then p.y/ D Du.y/,
and any support hyperplane must then be a tangent plane to the graph.

Now we consider the equation of the form

Lu D f in �

for some f 2 C.�/.

THEOREM 2.21 Suppose u 2 C.x�/ \ C 2.�/ satisfies Lu � f in � with the
following conditions:

jbj

D�
;
f

D�
2 Ln.�/ and c � 0 in �:

Then there holds

sup
�

u � sup
@�

uC C C

				f
�

D�

				
Ln.�C/

where �C is the upper contact set of u and C is a constant depending only on n,
diam.�/, and k b

D�
kLn.�C/. In fact, C can be written as

d �

�
exp

�
2n�2

!nnn

�				 bD�
				
n

Ln.�
C/

C 1

��
� 1

�

with !n as the volume of the unit ball in Rn. Here b D .b1; b2; : : : ; bn/.

REMARK 2.22. The integral domain �C can be replaced by

�C \
˚
x 2 � W u.x/ > sup

@�

uC
�
:

REMARK 2.23. There is no assumption on uniform ellipticity. Compare with
Hopf’s maximum principle in Section 1.

We need a lemma first.

LEMMA 2.24 Suppose g 2 L1loc.R
n/ is nonnegative. Then for any u 2 C.x�/ \

C 2.�/ there holds Z

B
zM
.0/

g �

Z

�C

g.Du/jdetD2uj
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2.5. ALEXANDROFF MAXIMUM PRINCIPLE 39

where �C is the upper contact set of u and zM D .sup� u � sup@� u
C/=d with

d D diam.�/.

REMARK 2.25. For any positive definite matrix A D .aij / we have

det.�D2u/ �
1

D

�
�aijDiju

n

�n
on �C:

Hence we have another form for Lemma 4.2Z

B
zM
.0/

g �

Z

�C

g.Du/

�
�aijDiju

nD�

�n
:

REMARK 2.26. A special case corresponds to g D 1:

sup
�

supu � sup
@�

uC C
d

!
1=n
n

�Z

�C

jdetD2uj

�1=n

� sup
@�

uC C
d

!
1=n
n

�Z

�C

�
�
aijDiju

nD�

�n�1=n
:

Note that this is Theorem 2.21 if bi � 0 and c � 0.

PROOF OF LEMMA 2.24: Without loss of generality we assume u � 0 on @�.
Set �C D fu > 0g. By the area formula for Du in �C \�C � �, we have

(2.3)
Z

Du.�C\�C/

g �

Z

�C\�C

g.Du/jdet.D2u/j;

where jdet.D2u/j is the Jacobian of the map Du W � ! Rn. In fact, we may
consider �" D Du � " Id W � ! Rn. Then D�" D D2u � "I , which is negative
definite in �C. Hence by the change-of-variable formula we haveZ

	".�C\�C/

g D

Z

�C\�C

g.�"/jdet.D2u � "I /j;

which implies (2.3) if we let "! 0.
Now we claimB zM .0/ � Du.�

C\�C/; that is, for any a 2 Rn with jaj < zM
there exists x 2 �C \�C such that a D Du.x/:

We may assume u attains its maximum m > 0 at 0 2 �, that is,

u.0/ D m D sup�u:

Consider an affine function for jaj < m
d

(� zM )

L.x/ D mC a � x:

Then L.x/ > 0 for any x 2 � and L.0/ D m: Since u assumes its maximum at 0,
thenDu.0/ D 0: Hence there exists an x1 close to 0 such that u.x1/ > L.x1/ > 0.
Note that u � 0 < L on @�. Hence there exists an zx 2 � such that Du.zx/ D
DL.zx/ D a. Now we may translate vertically the plane y D L.x/ to the highest
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40 2. MAXIMUM PRINCIPLES

such position, that is, the whole surface y D u.x/ lies below the plane. Clearly at
such a point, the function u is positive. �

PROOF OF THEOREM 2.21: We should choose g appropriately in order to ap-
ply Lemma 2.24. Note if f � 0 and c � 0 then .�aijDiju/n � jbjnjDujn in �.
This suggests that we should take g.p/ D jpj�n. However, such a function is not
locally integrable (at the origin). Hence we will choose g.p/ D .jpjn C �n/�1

and then let �! 0C.
First we have by the Cauchy inequality

�aijDij � biDiuC cu � f

� biDiu � f in �C D fx W u.x/ > 0g

� jbj � jDuj C f �

�

�
jbjn C

.f �/n

�n

�1=n
� .jDujn C �n/1=n � .1C 1/

n�2
n I

in particular,

.�aijDiju/
n �

�
jbjn C

�
f �

�

�n�
.jDujn C �n/ � 2n�2:

Now we choose

g.p/ D
1

jpjn C �n
:

By Lemma 2.24 we haveZ

B
zM
.0/

g �
2n�2

nn

Z

�C\�C

jbnj C ��n.f �/n

D
:

We evaluate the integral in the left-hand side in the following way:
Z

B
zM
.0/

g D !n

Z zM

0

rn�1

rn C �n
dr D

!n

n
log
zMn C �n

�n

D
!n

n
log

�
zMn

�n
C 1

�
:

Therefore we obtain

zMn � �n
�

exp

�
2n�2

!nnn

�				 b

D�

				
n

Ln.�C\�C/

C ��n
				f
�

D�

				
n

Ln.�C\�C/

��
� 1

�
:

If f 6� 0, we choose � D kf
�

D�
kLn.�C\�C/. If f 6� 0, we may choose any � > 0

and then let �! 0. �
In what follows we use Theorem 2.21 and Lemma 2.24 to derive some a priori

estimates for solutions to quasi-linear equations and fully nonlinear equations. In
the next result we do not assume uniform ellipticity.
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2.5. ALEXANDROFF MAXIMUM PRINCIPLE 41

PROPOSITION 2.27 Suppose that u 2 C.x�/ \ C 2.�/ satisfies

Qu � aij .x; u;Du/DijuC b.x; u;Du/ D 0 in �

where aij 2 C.� 	R 	Rn/ satisfies

aij .x; z; p/�i�j > 0 for any .x; z; p/ 2 � 	R 	Rn and � 2 Rn:

Suppose there exist nonnegative functions g 2 Lnloc.R
n/ and h 2 Ln.�/ such that

jb.x; z; p/j

nD�
�
h.x/

g.p/
for any .x; z; p/ 2 � 	R 	Rn;

Z

�

hn.x/dx <

Z

Rn

gn.p/dp � g1:

Then there holds sup� juj � sup@� jujCC diam.�/whereC is a positive constant
depending only on g and h.

EXAMPLE. The prescribed mean curvature equation is given by

.1C jDuj2/4u �DiuDjuDiju D nH.x/.1C jDuj
2/3=2

for some H 2 C.�/. We have

aij .x; z; p/ D .1C jpj
2/ıij � pipj ) D D .1C jpj2/n�1

b D �nH.x/.1C jpj2/3=2:

This implies

jb.x; z; p/j

nD�
�
jH.x/j.1C jpj2/3=2

.1C jpj2/
n�1
n

D jH.x/j.1C jpj2/
nC2
2n

and in particular

g1 D

Z

Rn

gn.p/dp D

Z

Rn

d

p
.1C jpj2/

nC2
2 D !n:

COROLLARY 2.28 Suppose u 2 C.x�/ \ C 2.�/ satisfies

.1C jDuj2/4u �DiuDjuDiju D nH.x/.1C jDuj
2/3=2 in �

for some H 2 C.�/. Then if

H0 �

Z

�

jH.x/jn dx < !n;

we have

sup
�

juj � sup
@�

juj C C diam.�/

where C is a positive constant depending only on n and H0.
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42 2. MAXIMUM PRINCIPLES

PROOF OF PROPOSITION 2.27: We prove for subsolutions. Assume Qu � 0
in �. Then we have

�aijDiju � b in �:

Note that fDijug is nonpositive in �C. Hence �aijDiju � 0, which implies
b.x; u;Du/ � 0 in �C. Then in �C \�C there holds

b.x; z;Du/

nD�
�

h.x/

g.Du/
:

We may apply Lemma 2.24 to gn and getZ

B
zM
.0/

gn �

Z

�C\�C

gn.Du/

�
�aijDiju

nD�

�n

�

Z

�C\�C

gn.Du/

�
b

nD�

�n
�

Z

�C\�C

hn �

Z

�

hn
�
<

Z

Rn

gn
�
:

Therefore there exists a positive constant C , depending only on g and h, such that
zM � C . This implies

sup
�

u � sup
@�

uC C C diam.�/:

�

Next we discuss Monge-Ampère equations.

COROLLARY 2.29 Suppose u 2 C.x�/ \ C 2.�/ satisfies

det.D2u/ D f .x; u;Du/ in �

for some f 2 C.� 	 R 	 Rn/. Suppose there exist nonnegative functions g 2
L1loc.R

n/ and h 2 L1.�/ such that

jf .x; z; p/j �
h.x/

g.p/
for any .x; z; p/ 2 � 	R 	Rn;

Z

�

h.x/dx <

Z

Rn

g.p/dp � g1:

Then there holds
sup
�

juj � sup
@�

juj C C diam.�/

where C is a positive constant depending only on g and h.

The proof is similar to that of Proposition 2.27. There are two special cases.
The first case is given by f D f .x/: We may take g � 1 and hence g1 D 1: So
we obtain the following:

COROLLARY 2.30 Let u 2 C.x�/ \ C 2.�/ satisfy

det.D2u/ D f .x/ in �
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2.5. ALEXANDROFF MAXIMUM PRINCIPLE 43

for some f 2 C.x�/. Then there holds

sup
�

juj � sup
@�

juj C
diam.�/

!
1=n
n

�Z

�

jf jn
�1=n

:

The second case is about the prescribed Gaussian curvature equations.

COROLLARY 2.31 Let u 2 C.x�/ \ C 2.�/ satisfy

det.D2u/ D K.x/.1C jDuj2/
nC2
2 in �

for some K 2 C.x�/. Then if

K0 �

Z

�

jK.x/j < !n

we have

sup
�

juj � sup
@�

juj C C diam.�/

where C is a positive constant depending only on n and K0.

We finish this section by proving a maximum principle in a domain with small
volume that is due to Varadhan.

Consider

Lu � aijDijuC biDiuC cu in �

where faij g is positive definite pointwise in � and

jbi j C jcj � ƒ and det.aij / � 


for some positive constants 
 and ƒ.

THEOREM 2.32 Suppose u 2 C.x�/\C 2.�/ satisfiesLu � 0 in� with u � 0 on
@�. Assume diam.�/ � d . Then there is a positive constant ı D ı.n; 
;ƒ; d/ >
0 such that if j�j � ı then u � 0 in �.

PROOF: If c � 0, then u � 0 by Theorem 2.21. In general, write c D cC�c�.
Then

aijDijuC biDiu � c
�u � �cCu .� f /:

By Theorem 2.21 we have

sup
�

u � c.n; 
;ƒ; d/kcCuCkLn.�/

� c.n; 
;ƒ; d/kcCkL1 j�j
1=n � sup

�

u � 1
2

sup
�

u

if j�j is small. Hence we get u � 0 in �. �

REMARK 2.33. Compare this with Proposition 2.13, the maximum principle
for a narrow domain.
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44 2. MAXIMUM PRINCIPLES

2.6. Moving Plane Method

In this section we will use the moving plane method to discuss the symmetry
of solutions. The following result was first proved by Gidas, Ni, and Nirenberg.

THEOREM 2.34 Suppose u 2 C. xB1/ \ C 2.B1/ is a positive solution of

�uC f .u/ D 0 in B1;

u D 0 on @B1;

where f is locally Lipschitz in R. Then u is radially symmetric in B1 and @u
@r
.x/ <

0 for x ¤ 0.

The original proof requires that solutions be C 2 up to the boundary. Here
we give a method that does not depend on the smoothness of domains nor the
smoothness of solutions up to the boundary.

LEMMA 2.35 Suppose that � is a bounded domain that is convex in the x1-
direction and symmetric with respect to the plane fx1 D 0g. Suppose u 2 C.x�/ \
C 2.�/ is a positive solution of

�uC f .u/ D 0 in �;

8u D 0 on @�;

where f is locally Lipschitz in R. Then u is symmetric with respect to x1 and
Dx1u.x/ < 0 for any x 2 � with x1 > 0.

PROOF: Write x D .x1; y/ 2 � for y 2 Rn�1. We will prove

(2.4) u.x1; y/ < u.x
�
1 ; y/

for any x1 > 0 and x�1 < x1 with x�1 C x1 > 0. Then by letting x�1 ! �x1, we
get u.x1; y/ � u.�x1; y/ for any x1. Then by changing the direction x1 ! �x1,
we get the symmetry.

Let a = sup x1 for .x1; y/ 2 �. For 0 < 
 < a, define

†� D fx 2 � W x1 > 
g;

T� D fx1 D 
g;

†0� D reflection of †� with respect to T�,

x� D .2
 � x1; : : : ; xn/ for x D .x1; : : : ; xn/:

In †� we define

w�.x/ D u.x/ � u.x�/ for x 2 †�:

Then we have by the mean value theorem

�w� C c.x; 
/w� D 0 in †�;

w� � 0 and w� 6� 0 on @†�;

where c.x; 
/ is a bounded function in †�.
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2.6. MOVING PLANE METHOD 45

We need to show w� < 0 in †� for any 
 2 .0; a/: This implies in particular
that w� assumes along @†� \� its maximum in †�. By Theorem 2.5 (the Hopf
lemma) we have for any such 
 2 .0; a/

Dx1w�
ˇ̌
x1D�

D 2Dx1u
ˇ̌
x1D�

< 0:

For any 
 close to a, we have w� < 0 by Proposition 2.13 (the maximum
principle for a narrow domain) or Theorem 2.32. Let .
0; a/ be the largest interval
of values of 
 such that w� < 0 in †�. We want to show 
0 D 0: If 
0 > 0, by
continuity, w�0 � 0 in †�0 and w�0 6� 0 on @†�0 . Then Theorem 2.7 (the strong
maximum principle) implies w�0 < 0 in †�0 . We will show that for any small
" > 0

w�0�" < 0 in †�0�":
Fix ı > 0 (to be determined). Let K be a closed subset in †�0 such that j†�0 n
Kj < ı

2
. The fact that w�0 < 0 in †�0 implies

w�0.x/ � �� < 0 for any x 2 K:

By continuity we have
w�0�" < 0 in K:

For " > 0 small, j†�0�" nKj < ı. We choose ı in such a way that we may apply
Theorem 2.32 (the maximum principle for a domain with small volume) to w�0�"
in †�0�" nK. Hence we get

w�0�".x/ � 0 in †�0�" nK

and then by Theorem 2.10

w�0�".x/ < 0 in †�0�" nK:

Therefore we obtain for any small " > 0

w�0�".x/ < 0 in †�0�":

This contradicts the choice of 
0. �
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CHAPTER 3

Weak Solutions: Part I

3.1. Guide

The goal of this chapter and the next is to discuss various regularity results for
weak solutions to elliptic equations of divergence form. In order to explain ideas
clearly we will discuss the equations with the following form only:

�Dj .aij .x/Diu/C c.x/u D f .x/:

We assume that � is a domain in Rn. The function u 2 H 1.�/ is a weak
solution if it satisfiesZ

�

.aijDiuDj' C cu'/ D

Z

�

f ' for any ' 2 H 1
0 .�/;

where we assume

(i) the leading coefficients aij 2 L1.�/ are uniformly elliptic, that is, for
some positive constant 
 there holds

aij .x/�i�j � 
j�j
2 for any x 2 � and � 2 Rn;

(ii) the coefficient c 2 Ln=2.�/ and nonhomogeneous term f 2 L
2n
nC2 .�/.

Note by the Sobolev embedding theorem (ii) is the least assumption on c and f to
have a meaningful equation.

We will prove various interior regularity results concerning the solution u if
we have better assumptions on coefficients aij and c and the nonhomogeneous
term f . Basically there are two class of regularity results, perturbation results
and nonperturbation results. The first is based on the regularity assumption on
the leading coefficients aij , which are assumed to be at least continuous. Under
such an assumption we may compare solutions to the underlying equations with
harmonic functions, or solutions to constant-coefficient equations. Then the reg-
ularity of solutions depends on how close they are to harmonic functions or how
close the leading coefficients aij are to constant coefficients. In this direction we
have Schauder estimates and W 2;p-estimates. In this chapter we only discuss the
Schauder estimates.

For the second kind of regularity result, there is no continuity assumption on
the leading coefficients aij . Hence the result is not based on the perturbation. The
iteration methods introduced by De Giorgi and Moser are successful in dealing
with nonperturbation situations. The results proved by them are fundamental to

47

http://dx.doi.org/10.1090/cln/001/03
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48 3. WEAK SOLUTIONS: PART I

the discussion of quasi-linear equations, where the coefficients depend on the so-
lutions. In fact, the linearity has no bearing in their arguments. This permits an
extension of these results to quasi-linear equations with appropriate structure con-
ditions. One may discuss boundary regularities in a similar way. We leave the
details to the reader.

The outline of this chapter is as follows: The first section provides some gen-
eral knowledge of Campanato and BMO spaces that are needed in both Chapters 3
and 4. Sections 3.3 and 3.4 as well as Sections 5.4 and 5.5 can be viewed as per-
turbation theory (from the constant-coefficient equations). The former deals with
equations of divergence type, and the latter is for nondivergence type equations.
The classical theory of Schauder estimates and Lp-estimates are also contained in
the latter treatment. Note we did not use the classical potential estimates. Here
two papers by Caffarelli [2, 3] and the book of Giaquinta [5] are sources for further
reading.

3.2. Growth of Local Integrals

Let BR.x0/ be the ball in Rn of radius R centered at x0. The well-known
Sobolev theorem states that if u 2 W 1;p.BR.x0// with p > n then u is Hölder-
continuous with exponent ˛ D 1 � n=p.

In the first part of this section we prove a general result, due to S. Campanato,
which characterizes Hölder-continuous functions by the growth of their local in-
tegrals. This result will be very useful for studying the regularity of solutions to
elliptic differential equations. In the second part of this section we prove a result,
due to John and Nirenberg, which gives an equivalent definition of functions of
bounded mean oscillation.

Let� be a bounded connected open set in Rn and let u 2 L1.�/. For any ball
Br.x0/ � �, define

ux0;r D
1

jBr.x0/j

Z

Br .x0/

u:

THEOREM 3.1 Suppose u 2 L2.�/ satisfiesZ

Br .x/

ju � ux;r j
2 �M 2rnC2˛ for any Br.x/ � �

for some ˛ 2 .0; 1/. Then u 2 C ˛.�/ and for any �0 b � there holds

sup
�0
juj C sup

x;y2�0

x¤y

ju.x/ � u.y/j

jx � yj˛
� cfM C kukL2.�/g

where c D c.n; ˛;�;�0/ > 0:

PROOF: Denote R0 D dist.�0; @�/. For any x0 2 �0 and 0 < r1 < r2 � R0,
we have

jux0;r1 � ux0;r2 j
2 � 2.ju.x/ � ux0;r1 j

2 C ju.x/ � ux0;r2 j
2/
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3.2. GROWTH OF LOCAL INTEGRALS 49

and integrating with respect to x in Br1.x0/

jux0;r1 � ux0;r2 j
2 �

2

!nr
n
1

� Z

Br1 .x0/

ju � ux0;r1 j
2 C

Z

Br2 .x0/

ju � ux0;r2 j
2

�

from which the estimate

(3.1) jux0;r1 � ux0;r2 j
2 � c.n/M 2r�n1 fr

nC2˛
1 C rnC2˛2 g

follows.
For any R � R0, with r1 D R=2iC1; r2 D R=2i ; we obtain

jux0;2�.iC1/R � ux0;2�iRj � c.n/2
�.iC1/˛MR˛

and therefore for h < k

jux0;2�hR � ux0;2�kRj �
c.n/

2.hC1/˛
MR˛

k�h�1X
iD0

1

2i˛
�
c.n; ˛/

2h˛
MR˛:

This shows that fux0;2�iRg � R is a Cauchy sequence, hence a convergent one.
Its limit yu.x0/ is independent of the choice of R, since (3.1) can be applied with
r1 D 2

�iR and r2 D 2�i xR whenever 0 < R < xR � R0. Thus we get

yu.x0/ D lim
r#0

ux0;r

with

(3.2) jux0;r � yu.x0/j � c.n; ˛/Mr˛

for any 0 < r � R0.
Recall that fux;rg converges, as r ! 0C, in L1.�/ to the function u, by the

Lebesgue theorem, so we have u D yu a.e. and (3.2) implies that fux;rg converges
uniformly to u.x/ in �0. Since x 7! ux;r is continuous for any r > 0, u.x/ is
continuous. By (3.2) we get

ju.x/j � CMR˛ C jux;Rj

for any x 2 �0 and R � R0. Hence u is bounded in �0 with the estimate

sup
�0
juj � cfMR˛0 C kukL2.�/g:

Finally, we prove that u is Hölder-continuous. Let x; y 2 �0 with R D jx �
yj < R0=2. Then we have

ju.x/ � u.y/j � ju.x/ � ux;2Rj C ju.y/ � uy;2Rj C jux;2R � uy;2Rj:

The first two terms on the right sides are estimated in (3.2). For the last term we
write

jux;2R � uy;2Rj � jux;2R � u.�/j C juy;2R � u.�/j
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50 3. WEAK SOLUTIONS: PART I

and integrating with respect to � over B2R.x/ \ B2R.y/, which contains BR.x/,
yields

jux;2R � uy;2Rj
2 �

2

jBR.x/j

� Z

B2R.x/

ju � ux;2Rj
2 C

Z

B2R.y/

ju � uy;2Rj
2

�

� c.n; ˛/M 2R2˛:

Therefore we have

ju.x/ � u.y/j � c.n; ˛/M jx � yj˛:

For jx � yj > R0=2 we obtain

ju.x/ � u.y/j � 2 sup
�0
juj � c

�
M C

1

R˛0
kukL2

�
jx � yj˛:

This finishes the proof. �
A special case of the Sobolev theorem is an easy consequence of Theorem 3.1.

In fact, we have the following result due to Morrey.

COROLLARY 3.2 Suppose u 2 H 1
loc.�/ satisfiesZ

Br .x/

jDuj2 �M 2rn�2C2˛ for any Br .x/ � �

for some ˛ 2 .0; 1/. Then u 2 C ˛.�/ and for any �0 b � there holds

sup
�0
juj C sup

x;y2�0

x¤y

ju.x/ � u.y/j

jx � yj˛
� cfM C kukL2.�/g

where c D c.n; ˛;�;�0/ > 0:

PROOF: By the Poincaré inequality, we obtainZ

Br .x/

ju � ux;r j
2 � c.n/r2

Z

Br .x/

jDuj2 � c.n/M 2rnC2˛:

By applying Theorem 3.1, we have the result. �
The following result will be needed in Section 3.3.

LEMMA 3.3 Suppose u 2 H 1.�/ satisfiesZ

Br .x0/

jDuj2 �Mr� for any Br.x0/ � �

for some � 2 Œ0; n/. Then for any �0 b � there holds for any Br .x0/ � � with
x0 2 �

0 Z

Br .x0/

juj2 � c.n; 
; �;�;�0/

�
M C

Z

�

u2
�
r�

where 
 D �C 2 if � < n � 2 and 
 is any number in Œ0; n/ if n � 2 � � < n.
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3.2. GROWTH OF LOCAL INTEGRALS 51

PROOF: As before, denote R0 D dist.�0; @�/. For any x0 2 �0 and 0 < r �
R0, the Poincaré inequality yieldsZ

Br .x0/

ju � ux0;r j
2 � cr2

Z

Br .x0/

jDuj2 dx � c.n/Mr�C2:

This implies that Z

Br .x0/

ju � ux0;r j
2 � c.n/Mr�

where 
 is as in Theorem 3.3. For any 0 < � < r � R0 we have

(3.3)

Z

B�.x0/

u2 � 2

Z

B�.x0/

jux0;r j
2 C 2

Z

B�.x0/

ju � ux0;r j
2

� c.n/�njux0;r j
2 C 2

Z

Br .x0/

ju � ux0;r j
2

� c.n/

�
�

r

�n Z

Br .x0/

u2 CMr�

where we used

jux0;r j
2 �

c.n/

rn

Z

Br .x0/

u2:

Hence the function �.r/ D
R

Br .x0/

u2 satisfies the inequality

(3.4) �.�/ � c.n/

��
�

r

�n
�.r/CMr�

�
for any 0 < � < r � R0

for some 
 2 .0; n/. If we may replace the term Mr� in the right by M��, we are
done. In fact, we would obtain that for any 0 < � < r � R0 there holds

(3.5)
Z

B�.x0/

u2 � c

��
�

r

�� Z

Br .x0/

u2 CM��
�
:

Choose r D R0. This implies
Z

B�.x0/

u2 � c��
� Z

�

u2 CM

�
for any � � R0:

�

For this purpose, we need the following technical lemma.
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52 3. WEAK SOLUTIONS: PART I

LEMMA 3.4 Let �.t/ be a nonnegative and nondecreasing function on Œ0; R�. Sup-
pose that

�.�/ � A

��
�

r

�˛
C "

�
�.r/C Brˇ

for any 0 < � � r � R, with A;B; ˛; ˇ nonnegative constants and ˇ < ˛. Then
for any 
 2 .ˇ; ˛/, there exists a constant "0 D "0.A; ˛; ˇ; 
/ such that if " < "0
we have for all 0 < � � r � R

�.�/ � c

��
�

r

�

�.r/C B�ˇ

�

where c is a positive constant depending on A; ˛; ˇ; 
 . In particular, we have for
any 0 < r � R

�.r/ � c

�
�.R/

R

r
 C Brˇ

�
:

PROOF: For � 2 .0; 1/ and r < R, we have

�.� r/ � A�˛Œ1C "��˛��.r/C Brˇ :

Choose � < 1 in such a way that 2A�˛ D �
 and assume "0��˛ < 1. Then we get
for every r < R

�.� r/ � �
�.r/C Brˇ

and therefore for all integers k > 0

�.�kC1r/ � �
�.�kr/C B�kˇ rˇ � � .kC1/
�.r/C B�kˇ rˇ
kX
jD0

�j.
�ˇ/

� � .kC1/
�.r/C
B�kˇ rˇ

1 � �
�ˇ
:

By choosing k such that �kC2r < � � �kC1r , the last inequality gives

�.�/ �
1

�


�
�

r

�

�.r/C

B�ˇ

�2ˇ .1 � �
�ˇ /
:

�
In the rest of this section we discuss functions of bounded mean oscillation

(BMO). The following result was proved by John and Nirenberg.

THEOREM 3.5 (John-Nirenberg Lemma) Suppose u 2 L1.�/ satisfiesZ

Br .x/

ju � ux;r j �Mrn for any Br.x/ � �:

Then there holds for any Br.x/ � �Z

Br .x/

e
p0
M
ju�ux;r j � Crn

for some positive p0 and C depending only on n.
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3.2. GROWTH OF LOCAL INTEGRALS 53

REMARK 3.6. Functions satisfying the condition of Theorem 3.5 are called
functions of bounded mean oscillation (BMO). We have the following relation:

L1 �C BMO:

The counterexample is given by the following function in .0; 1/ � R:

u.x/ D log.x/:

For convenience we use cubes instead of balls. We need the Calderon-Zyg-
mund decomposition. First we introduce some terminology.

Take the unit cube Q0. Cut it into 2n equally sized cubes, which we take as
the first generation. Do the same cutting for these small cubes to get the second
generation. Continue this process. These cubes (from all generations) are called
dyadic cubes. Any .kC1/-generation cubeQ comes from some k-generation cube
zQ, which is called the predecessor of Q.

LEMMA 3.7 Suppose f 2 L1.Q0/ is nonnegative and ˛ > jQ0j�1
R
Q0
f is a

fixed constant. Then there exists a sequence of (nonoverlapping) dyadic cubes
fQj g in Q0 such that

f .x/ � ˛ a.e. in Q0 n
[
j

Qj ; ˛ �
1

jQj j

Z

Qj

f dx < 2n˛:

PROOF: Cut Q0 into 2n dyadic cubes and keep the cube Q if jQj�1
R
Q f

� ˛. For others keep cutting and always keep the cube Q if jQj�1
R
Q f � ˛ and

cut the rest. Let fQj g be the cubes we have kept during this infinite process. We
only need to verify that

f .x/ � ˛ a.e. in Q0 n
[
j

Qj :

Indeed, any predecessorQ ofQj that we have kept has to satisfy 1
jQj

R
Q f dx < ˛:

Thus for Qj ; one has ˛ � 1
jQj j

R
Qj
f dx < 2n˛: Let F D Q0 n

S
j Qj . For

any x 2 F , from the way we collect fQj g, there exists a sequence of cubes Qi

containing x such that

1

jQi j

Z

Qi

f < ˛ and diam.Qi /! 0 as i !1:

By the Lebesgue density theorem this implies that

f � ˛ a.e. in F:

�
PROOF OF THEOREM 3.5: Assume� D Q0. We may rewrite the assumption

in terms of cubes as follows:Z

Q

ju � uQj < M jQj for any Q � Q0.
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54 3. WEAK SOLUTIONS: PART I

We will prove that there exist two positive constants c1.n/ and c2.n/ such that for
any Q � Q0 there holds

jfx 2 Q W ju � uQj > tgj � c1jQj exp

�
�
c2

M
t

�
:

Then Theorem 3.5 follows easily.
Assume without loss of generality M D 1. Choose

˛ > 1 � jQ0j
�1

Z

Q0

ju � uQ0 jdx:

Apply the Calderon-Zygmund decomposition to f D ju � uQ0 j. There exists a

sequence of (nonoverlapping) cubes fQ.1/j g
1
jD1 such that

˛ �
1

jQ
.1/
j j

Z

Q
.1/

j

ju � uQ0 j < 2
n˛;

ju.x/ � uQ0 j � ˛ a.e. x 2 Q0 n
1[
jD1

Q
.1/
j :

This implies
X
j

jQ
.1/
j j �

1

˛

Z

Q0

ju � uQ0 j �
1

˛
jQ0j;

ju
Q
.1/

j

� uQ0 j �
1

jQ
.1/
j j

Z

Q
.1/

j

ju � uQ0 jdx � 2
n˛:

The definition of the BMO norm implies that for each j

1

jQ
.1/
j j

Z

Q
.1/

j

ju � u
Qj

.1/ jdx � 1 < ˛:

Apply the decomposition procedure above to f D ju � u
Q
.1/

j

j in Q.1/j . There

exists a sequence of (nonoverlapping) cubes fQ.2/j g in
S
j Q

.1/
j such that

1X
jD1

jQ
.2/
j j �

1

˛

X
j

Z

Q
.1/

j

ju � u
Q
.1/

j

j �
1

˛

X
j

jQ
.1/
j j �

1

˛2
jQ0j

and
ju.x/ � u

Q
.1/

j

j � ˛ a.e. x 2 Q.1/j n
[
Q
.2/
j ;

which implies

ju.x/ � uQ0 j � 2 � 2
n˛ a.e. x 2 Q0 n

[
j

Q
.2/
j :
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3.3. HÖLDER CONTINUITY OF SOLUTIONS 55

Continue this process. For any integer k � 1 there exists a sequence of disjoint
cubes fQ.k/j g such that X

j

jQ
.k/
j j �

1

˛k
jQ0j

and
ju.x/ � uQ0 j � k2

n˛ a.e. x 2 Q0 n
[
j

Q
.k/
j :

Thus

jfx 2 Q0 W ju � uQ0 j > 2
nk˛gj �

1X
jD1

jQ
.k/
j j �

1

˛k
jQ0j:

For any t there exists an integer k such that t 2 Œ2nk˛; 2n.k C 1/˛/. This implies

˛�k D ˛˛�.kC1/ D ˛e�.kC1/ log˛ � ˛e�
log˛
2n˛

t :

This finishes the proof. �

3.3. Hölder Continuity of Solutions

In this section we will prove Hölder regularity for solutions. The basic idea
is to freeze the leading coefficients and then to compare solutions with harmonic
functions. The regularity of solutions depends on how close solutions are to har-
monic functions. Hence we need some regularity assumption on the leading coef-
ficients.

Suppose aij 2 L1.B1/ is uniformly elliptic in B1 D B1.0/, that is,


j�j2 � aij .x/�i�j � ƒj�j
2 for any x 2 B1; � 2 Rn:

In the following we assume that aij is at least continuous. We assume that u 2
H 1.B1/ satisfies

(�)
Z

B1

aijDiuDj' C cu' D

Z

B1

f ' for any ' 2 H 1
0 .B1/:

The main theorem we will prove are the following Hölder estimates for solutions.

THEOREM 3.8 Let u 2 H 1.B1/ solve (�). Assume aij 2 C 0. xB1/, c 2 Ln.B1/,
and f 2 Lq.B1/ for some q 2 .n

2
; n/. Then u 2 C ˛.B1/ with ˛ D 2� n

q
2 .0; 1/.

Moreover, there exists an R0 D R0.
;ƒ; �; kckLn/ such that for any x 2 B1=2
and r � R0 there holdsZ

Br .x/

jDuj2 � Crn�2C2˛fkf k2Lq.B1/ C kuk
2
H1.B1/

g

where C D C.
;ƒ; �; kckLn/ is a positive constant with

jaij .x/ � aij .y/j � �.jx � yj/ for any x; y 2 B1:

REMARK 3.9. In the case where c � 0, we may replace kukH1.B1/
with

kDukL2.B1/.
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56 3. WEAK SOLUTIONS: PART I

The idea of the proof is to compare the solution u with harmonic functions and
use the perturbation argument.

LEMMA 3.10 (Basic Estimates for Harmonic Functions) Suppose faij g is a con-
stant positive definite matrix with


j�j2 � aij �i�j � ƒj�j
2 for any � 2 Rn

for some 0 < 
 � ƒ. Suppose w 2 H 1.Br.x0// is a weak solution of

(3.6) aijDijw D 0 in Br.x0/:

Then for any 0 < � � r , there hold

Z

B�.x0/

jDwj2 � c

�
�

r

�n Z

Br .x0/

jDwj2;

Z

B�.x0/

jDw � .Dw/x0;�j
2 � c

�
�

r

�nC2 Z

Br .x0/

jDw � .Dw/x0;r j
2;

where c D c.
;ƒ/.

PROOF: Note that if w is a solution of (3.6), so is any one of its derivatives.
We may apply Lemma 1.41 to Dw. �

COROLLARY 3.11 (Comparison with Harmonic Functions) Suppose w is as in
Lemma 3.10. Then for any u 2 H 1.Br.x0// there hold for any 0 < � � r

Z

B�.x0/

jDuj2 � c

��
�

r

�n Z

Br .x0/

jDuj2 C

Z

Br .x0/

jD.u � w/j2
�

and

Z

B�.x0/

jDu � .Du/x0;�j
2 �

��
�

r

�nC2 Z

Br .x0/

jDu � .Du/x0;r j
2 C

Z

Br .x0/

jD.u � w/j2
�

where c is a positive constant depending only on 
 and ƒ.
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3.3. HÖLDER CONTINUITY OF SOLUTIONS 57

PROOF: We prove this by direct computation. In fact, with v D u � w we
have for any 0 < � � rZ

B�.x0/

jDuj2 � 2

Z

B�.x0/

jDwj2 C 2

Z

B�.x0/

jDvj2

� c

�
�

r

�n Z

Br .x0/

jDwj2 C 2

Z

Br .x0/

jDvj2

� c

�
�

r

�n Z

Br .x0/

jDuj2 C c

�
1C

�
�

r

�n� Z

Br .x0/

jDvj2

and Z

B�.x0/

jDu � .Du/x0;�j
2

� 2

Z

B�.x0/

jDu � .Dw/x0;�j
2 C 2

Z

B�.x0/

jDvj2

� 4

Z

B�.x0/

jDw � .Dw/x0;�j
2 C 6

Z

B�.x0/

jDvj2

� c

�
�

r

�nC2 Z

Br .x0/

jDw � .Dw/x0;r j
2 C 6

Z

Br .x0/

jDvj2

� c

�
�

r

�nC2 Z

Br .x0/

jDu � .Du/x0;r j
2 C c

�
1C

�
�

r

�nC2� Z

Br .x0/

jDvj2:

�

REMARK 3.12. The regularity of u depends on how close u is to w, the solu-
tion to the constant-coefficient equation.

PROOF OF THEOREM 3.8: We shall decompose u into a sum vCw where w
satisfies a homogeneous equation and v has estimates in terms of nonhomogeneous
terms.

For any Br.x0/ � B1 write the equation in the following form:Z

B1

aij .x0/DiuDj' D

Z

B1

f ' � cu' C .aij .x0/ � aij .x//DiuDj':

In Br .x0/ the Dirichlet problemZ

Br .x0/

aij .x0/DiwDj' D 0 for any ' 2 H 1
0 .Br.x0//
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58 3. WEAK SOLUTIONS: PART I

has a unique solution with w with w � u 2 H 1
0 .Br.x0//. Obviously the function

v D u � w 2 H 1
0 .Br.x0// satisfies the equationZ

Br .x0/

aij .x0/DivDj' D

Z

Br .x0/

f ' � cu' C .aij .x0/ � aij .x//DiuDj'

for any ' 2 H 1
0 .Br.x0//:

By taking the test function ' D v we obtain
Z

Br .x0/

jDvj2 � c

�
�2.r/

Z

Br .x0/

jDuj2 C

� Z

Br .x0/

jcjn
�2=n Z

Br .x0/

u2

C

� Z

Br .x0/

jf j
2n
nC2

�nC2
n
�

where we use the Sobolev inequality

� Z

Br .x0/

v
2n
n�2

�n�2
2n

� c.n/

� Z

Br .x0/

jDvj2
�1=2

for v 2 H 1
0 .Br.x0//. Therefore Corollary 3.11 implies for any 0 < � � r

(3.7)

Z

B�.x0/

jDuj2 � c

���
�

r

�n
C �2.r/

� Z

Br .x0/

jDuj2

C

� Z

Br .x0/

jcjn
�2=n Z

Br .x0/

u2 C

� Z

Br .x0/

jf j
2n
nC2

�nC2
n
�

where c is a positive constant depending only on 
 and ƒ. By Hölder inequality
there holds

� Z

Br .x0/

jf j
2n
nC2

�nC2
n

�

� Z

Br .x0/

jf jq
�2=q

rn�2C2˛

where ˛ D 2� n
q
2 .0; 1/ if n

2
< q < n. Hence (3.7) implies for any Br.x0/ � B1

and any 0 < � � rZ

B�.x0/

jDuj2 � C

���
�

r

�n
C �2.r/

� Z

Br .xo/

jDuj2 C rn�2C2˛kf k2Lq.B1/

C

� Z

Br .x0/

jcjn
�2=n Z

Br .x0/

u2
�
:
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3.3. HÖLDER CONTINUITY OF SOLUTIONS 59

CASE 1. c � 0.

We have for any Br.x0/ � B1 and for any 0 < � � r
Z

B�.x0/

jDuj2 � C

���
�

r

�n
C �2.r/

� Z

Br .x0/

jDuj2 C rn�2C2˛kf k2Lq.B1/

�
:

Now the result would follow if in the above inequality we could write �n�2C2˛

instead of rn�2C2˛. This is in fact true and is stated in Lemma 3.4. By Lemma 3.4,
there exists an R0 > 0 such that for any x0 2 B1=2 and any 0 < � < r � R0 we
have

Z

B�.x0/

jDuj2 � C

��
�

r

�n�2C2˛ Z

Br .x0/

jDuj2 C �n�2C2˛kf k2Lq.B1/

�
:

In particular, taking r D R0 yields for any � < R0Z

B�.x0/

jDuj2 � C�n�2C2˛
� Z

B1

jDuj2 C kf k2Lq.B1/

�
:

CASE 2. General case.

We have for any Br.x0/ � B1 and any 0 < � � r

(3.8)

Z

B�.x0/

jDuj2 � C

���
�

r

�n
C �2.r/

� Z

Br .x0/

jDuj2 C rn�2C2˛�.F /

C

Z

Br .x0/

u2
�

where �.F / D kf k2
Lq.B1/

. We will prove for any x0 2 B1=2 and any 0 < � <

r � 1
2

(3.9)

Z

B�.x0/

jDuj2 � C

���
�

r

�n
C �2.r/

� Z

Br .x0/

jDuj2

C rn�2C2˛
�
�.F /C

Z

B1

u2 C

Z

B1

jDuj2
��
:

We need a bootstrap argument. First by Lemma 3.3, there exists anR1 2 .12 ; 1/
such that there holds for any x0 2 BR1 and any 0 < r � 1 �R1

(3.10)
Z

Br .x0/

u2 � Crı1
� Z

B1

jDuj2 C

Z

B1

u2
�
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60 3. WEAK SOLUTIONS: PART I

where ı1 D 2 if n > 2 and ı1 is arbitrary in (0,2) if n D 2. This, with (3.8), yields
Z

B�.x0/

jDuj2 �

C

���
�

r

�n
C �2.r/

� Z

Br .x0/

jDuj2 C rn�2C2˛�.F /C rı1kuk2
H1.B1/

�
:

Then (3.9) holds in the following cases:

(i) n D 2, by choosing ı1 D 2˛;
(ii) n > 2 while n � 2C 2˛ � 2, by choosing ı1 D 2.

For n > 2 and n � 2C 2˛ > 2, we have
Z

B�.x0/

jDuj2 � c

���
�

r

�n
C �2.r/

� Z

Br .x0/

jDuj2 C r2Œ�.F /C kuk2
H1.B1/

�

�
:

Lemma 3.4 again yields for any x0 2 BR1 and any 0 < r � 1 �R1Z

Br .x0/

jDuj2 � Cr2f�.F /C kuk2
H1.B1/

g:

Hence by Lemma 3.3, there exists an R2 2 .12 ; R1/ such that there holds for any
x0 2 BR2 and any 0 < r � R1 �R2

(3.11)
Z

Br .x0/

u2 � Crı2f�.F /C kuk2
H1.B1/

g

where ı2 D 4 if n > 4 and ı2 is arbitrary in .2; n/ if n D 3 or 4. Notice (3.11) is
an improvement compared with (3.10). Substitute (3.11) in (3.8) and continue the
process. After finite steps, we get (3.9). This finishes the proof. �

3.4. Hölder Continuity of Gradients

In this section we will prove Hölder regularity for gradients of solutions. We
follow the same idea used to prove Theorem 3.8.

Suppose aij 2 L1.B1/ is uniformly elliptic in B1 D B1.0/, that is,


j�j2 � aij .x/�i�j � ƒj�j
2 for any x 2 B1; � 2 Rn:

We assume that u 2 H 1.B1/ satisfies

(�)
Z

B1

aijDiuDj' C cu' D

Z

B1

f ' for any ' 2 H 1
0 .B1/:

The main theorems we will prove are the following Hölder estimates for gradients.
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3.4. HÖLDER CONTINUITY OF GRADIENTS 61

THEOREM 3.13 Let u 2 H 1.B1/ solve (�). Assume aij 2 C ˛. xB1/, c 2 Lq.B1/
and f 2 Lq.B1/ for some q > n and ˛ D 1 � n

q
2 .0; 1/. Then Du 2 C ˛.B1/.

Moreover, there exists an R0 D R0.
; jaij jC˛ ; jcjLq / such that for any x 2 B1=2
and r � R0 there holdsZ

Br .x/

jDu � .Du/x;r j
2 � CrnC2˛fkf k2Lq.B1/ C kuk

2
H1.B1/

g

where C D C.
; jaij jC˛ ; jcjLq / is a positive constant.

PROOF: We shall decompose u into a sum v C w where w satisfies a homo-
geneous equation and v has estimates in terms of nonhomogeneous terms.

For any Br.x0/ � B1 write the equation in the following form:Z

B1

aij .x0/DiuDj' D

Z

B1

f ' � cu' C .aij .x0/ � aij .x//DiuDj':

In Br .x0/ the Dirichlet problemZ

Br .x0/

aij .x0/DiwDj' D 0 for any ' 2 H 1
0 .Br.x0//

has a unique solution w with w � u 2 H 1
0 .Br.x0//. Obviously the function v D

u � w 2 H 1
0 .Br.x0// satisfies the equation

Z

Br .x0/

aij .x0/DivDj' D

Z

Br .x0/

f ' � cu' C .aij .x0/ � aij .x//DiuDj'

for any ' 2 H 1
0 .Br.x0//:

By taking the test function ' D v we obtain

Z

Br .x0/

jDvj2 � c

�
�2.r/

Z

Br .x0/

jDuj2 C

� Z

Br .x0/

jcjn
� 2
n

Z

Br .x0/

u2

C

� Z

Br .x0/

jf j
2n
nC2

�nC2
n
�
:

Therefore Corollary 3.11 implies for any 0 < � � r
Z

B�.x0/

jDuj2 � c

���
�

r

�n
C �2.r/

� Z

Br .x0/

jDuj2

C

� Z

Br .x0/

jcjn
� 2
n

Z

Br .x0/

u2 C

� Z

Br .x0/

jf j
2n
nC2

�nC2
n
�(3.12)
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62 3. WEAK SOLUTIONS: PART I

and

Z

B�.x0/

jDu � .Du/x0;�j
2

� c

��
�

r

�nC2 Z

Br .x0/

jDu � .Du/x0;r j
2 C �2.r/

Z

Br .x0/

jDuj2

C

� Z

Br .x0/

jcjn
� 2
n

Z

Br .x0/

u2 C

� Z

Br .x0/

jf j
2n
nC2

�nC2
n
�
;

(3.13)

where c is a positive constant depending only on 
 and ƒ.
By the Hölder inequality we have for any Br .x0/ � B1

� Z

Br .x0/

jf j
2n
nC2

�nC2
n

�

� Z

Br .x0/

jf jq
� 2
q

rnC2˛;

� Z

Br .x0/

jcjn
� 2
n

� r2˛
� Z

Br .x0/

jcjq
� 2
q

with ˛ D 1 � n
q

.

CASE 1. aij � const; c � 0:
In this case �.r/ � 0. Hence by estimate (3.13) there holds for any Br.x0/ �

B1 and 0 < � � r ,

Z

B�.x0/

jDu � .Du/x0;�j
2 �

C

��
�

r

�nC2 Z

Br .x0/

jDu � .Du/x0;r j
2 C rnC2˛kf k2Lq.B1/

�
:

By Lemma 1.4, we may replace rnC2˛ by �nC2˛ to get the result.

CASE 2. c � 0.
By (3.12) and (3.13), we have for any Br.x0/ � B1 and any � < r

(3.14)
Z

B�.x0/

jDuj2 � C

���
�

r

�n
C r2˛

� Z

Br .x0/

jDuj2 C rnC2˛kf k2Lq.B1/

�
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3.4. HÖLDER CONTINUITY OF GRADIENTS 63

and Z

B�.x0/

jDu � .Du/x0;�j
2

� C

��
�

r

�nC2 Z

Br .x0/

jDu � .Du/x0;r j
2

C r2˛
Z

Br .x0/

jDuj2 C rnC2˛kf k2Lq.B1/

�
:

(3.15)

We need to estimate the integral
R
Br .x0/

jDuj2: Write �.F / D kf k2
Lq.B1/

:

Take small ı > 0. Then (3.14) impliesZ

B�.x0/

jDuj2 � C

���
�

r

�n
C r2˛

� Z

Br .x0/

jDuj2 C rn�2ı�.F /

�
:

Hence Lemma 3.4 implies the existence of an R1 2 .34 ; 1/ with r1 D 1 � R1 such
that for any x0 2 BR1 and any 0 < r � r1 there holds

(3.16)
Z

Br .x0/

jDuj2 � Crn�2ıf�.F /C kDuk2
L2.B1/

g:

Therefore by substituting (3.16) in (3.15) we obtain for any 0 < � < r � r1Z

B�.x0/

jDu � .Du/x0;�j
2 �

C

��
�

r

�nC2 Z

Br .x0/

jDu � .Du/x0;r j
2 C rnC2˛�2ı Œ�.F /C kDuk2

L2.B1/
�

�
:

By Lemma 3.4 again, there holds for any x0 2 BR1 and any 0 < � < r � r1Z

B�.x0/

jDu � .Du/x0;�j
2

� C

��
�

r

�nC2˛�2ı Z

Br

jDu � .Du/x0;r j
2

C �nC2˛�2ı Œ�.F /C kDuk2
L2.B1/

�

�
:

With r D r1 this implies that for any x0 2 BR1 and any 0 < r � r1Z

Br .x0/

jDu � .Du/x0;r j
2 � CrnC2˛�2ıf�.F /C kDuk2

L2.B1/
g:
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64 3. WEAK SOLUTIONS: PART I

Hence Du 2 C ˛�ıloc for any ı > 0 small. In particular,Du 2 L1loc and there holds

(3.17) sup
B3=4

jDuj2 � C f�.F /C kDuk2
L2.B1/

g:

By combining (3.15) and (3.17), there holds for 0 < � < r � r1 and any
x0 2 B1=2Z

B�.x0/

jDu � .Du/x0;�j
2 �

C

��
�

r

�nC2 Z

Br .x0/

jDu � .Du/x0;r j
2 C rnC2˛Œ�.F /C kDuk2

L2.B1/
�

�
:

By Lemma 3.4 again, this implies
Z

B�.x0/

jDu � .Du/x0;�j
2 �

C

��
�

r

�nC2˛ Z

Br .x0/

jDu � .Du/x0;r j
2 C �nC2˛Œ�.F /C kDuk2

L2.B1/
�

�
:

Choose r D r1. We have for any x0 2 B1=2 and r � r1Z

Br .x0/

jDu � .Du/x0;r j
2 � crnC2˛f�.F /C kDuk2

L2.B1/
g:

CASE 3. General case.
By (3.12) and (3.13) we have for any Br.x0/ � B1 and � < rZ

B�.x0/

jDuj2 � C

���
�

r

�n
C r2˛

� Z

Br .x0/

jDuj2

C

Z

Br .x0/

u2 C rnC2˛�.F /

�(3.18)

and

(3.19)

Z

B�.x0/

jDu � .Du/x0;�j
2

� C

��
�

r

�nC2 Z

Br .x0/

jDu � .Du/x0;r j
2

C r2˛
� Z

Br .x0/

u2 C

Z

Br .x0/

jDuj2
�
C rnC2˛�.F /

�

where �.F / D kf k2
Lq.B1/

.
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3.4. HÖLDER CONTINUITY OF GRADIENTS 65

In (3.18), we may replace rnC2˛ by rn. As in the proof of Theorem 3.8, we
can show that for any small ı > 0 there exists an R1 2 .34 ; 1/ such that for any
x 2 BR1 and r < 1 �R1

(3.20)
Z

Br .x0/

jDuj2 � Crn�2ıf�.F /C kuk2
H1.B/

g:

By Lemma 3.3, we also get

(3.21)
Z

Br .x0/

u2 � Crn�2ıf�.F /C kuk2
H1.B/

g:

Write �.F; u/ D kf k2Lq C kuk
2
H1: Then (3.19), (3.20), and (3.21) imply that

Z

B�.x0/

jDu � .Du/x0;�j
2 �

c

��
�

r

�nC2 Z

Br .x0/

jDu � .Du/x0;r j
2 C rnC2˛�2ı�.F; u/

�
:

Hence Lemma 3.4 and Theorem 3.1 imply that Du 2 C ˛�ıloc for small ı < ˛. In
particular, u 2 C 1loc with the estimate

(3.22) sup
B3=4

juj2 C sup
B3=4

jDuj2 � C�.F; u/:

Now (3.19) and (3.22) imply that
Z

B�.x0/

jDu � .Du/x0;�j
2 �

C

��
�

r

�nC2 Z

Br .x0/

jDu � .Du/x0;r j
2 C rnC2˛�.F; u/

�
:

This finishes the proof of Theorem 3.8. �

REMARK 3.14. It is natural to ask whether f 2 L1.B1/, with appropriate
assumptions on aij and c, impliesDu 2 C 1loc. Consider a special caseZ

B1

DiuDi' D

Z

B1

f ' for any ' 2 H 1
0 .B1/:

There exists an example showing that f 2 C and u 2 C 1;˛loc for any ˛ 2 .0; 1/
while D2u 62 C .

EXAMPLE. In the n-dimensional ball BR D BR.0/ of radius R < 1 consider

4u D
x22 � x

2
1

2jxj2

�
nC 2

.� log jxj/1=2
C

1

2.� log jxj/3=2

�
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66 3. WEAK SOLUTIONS: PART I

where the right side is continuous in xBR if we set it equal to 0 at the origin. The
function u.x/ D .x21 � x

2
2/.� log jxj/1=2 2 C. xBR/ \ C1. xBR n f0g/ satisfies the

above equation in BRnf0g and the boundary condition u D
p
� logR.x21�x

2
2/ on

@BR. But u cannot be a classical solution of the problem since limjxj!0D11u D
1 and therefore u is not in C 2.BR/. In fact, the problem has no classical solution
(although it has a weak solution).

Assume on the contrary that a classical solution v exists. Then the function
w D u � v is harmonic and bounded in BR n f0g. By a theorem from harmonic
function theory on removable singularities,w may be redefined at the origin so that
4w D 0 in BR and therefore belongs to C 2.BR/. In particular, the (finite) limit
limjxj!0D11u exists, which is a contradiction.
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CHAPTER 4

Weak Solutions, Part II

4.1. Guide

This chapter covers the well-known theory of De Giorgi–Nash–Moser. We
present the approaches of both De Giorgi and Moser so students can make com-
parisons and can see that the ideas involved are essentially the same. The classical
paper [12] is certainly very nice material for further reading; one may also wish to
compare the results in [7, 12].

4.2. Local Boundedness

In the following three sections we will discuss the De Giorgi–Nash–Moser
theory for linear elliptic equations. In this section we will prove the local bound-
edness of solutions. In the next section we will prove Hölder continuity. Then in
Section 4.4 we will discuss the Harnack inequality. For all results in these three
sections there is no regularity assumption of coefficients.

The main theorem of this section is the following boundedness result.

THEOREM 4.1 Suppose aij 2 L1.B1/ and c 2 Lq.B1/ for some q > n
2

satisfy
the following assumptions:

aij .x/�i�j � 
j�j
2 for any x 2 B1; � 2 Rn;

and
jaij jL1 C kckLq � ƒ

for some positive constants 
 and ƒ. Suppose that u 2 H 1.B1/ is a subsolution
in the following sense:

(�)
Z

B1

aijDiuDj' C cu' �

Z

B1

f ' for any ' 2 H 1
0 .B1/ and ' � 0 in B1:

If f 2 Lq.B1/, then uC 2 L1loc.B1/. Moreover, there holds for any � 2 .0; 1/ and
any p > 0

sup
B�

uC � C

�
1

.1 � �/n=p
kuCkLp.B1/ C kf kLq.B1/

�

where C D C.n; 
;ƒ; p; q/ is a positive constant.

In the following we use two approaches to prove this theorem, one by De Giorgi
and the other by Moser.

PROOF: We first prove the theorem for � D 1
2

and p D 2.

67
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68 4. WEAK SOLUTIONS, PART II

METHOD 1: DE GIORGI’S APPROACH: Consider v D .u � k/C for k � 0

and � 2 C 10 .B1/. Set ' D v�2 as the test function. Note v D u�k;Dv D Du a.e.
in fu > kg and v D 0;Dv D 0 a.e. in fu � kg. Hence if we substitute such de-
fined ' in (�), we integrate in the set fu > kg.

By the Hölder inequality we haveZ
aijDiuDj' D

Z
aijDiuDj v�

2 C 2aijDiuDj �v�

� 


Z
jDvj2�2 � 2ƒ

Z
jDvjjD�jv�

�



2

Z
jDvj2�2 �

2ƒ2




Z
jD�j2v2:

Hence we obtainZ
jDvj2�2 � C

�Z
v2jD�j2 C

Z
jcjv2�2 C k2

Z
jcj�2 C

Z
jf jv�2

�

from which the estimateZ
jD.v�/j2 � C

�Z
v2jD�j2 C

Z
jcjv2�2 C k2

Z
jcj�2 C

Z
jf jv�2

�

follows.
Recall the Sobolev inequality for v� 2 H 1

0 .B1/,�Z

B1

.v�/2
�

� 2
2�

� c.n/

Z

B1

jD.v�/j2

where 2� D 2n=.n � 2/ for n > 2 and 2� > 2 is arbitrary if n D 2. The Hölder
inequality implies that with ı > 0 small and � � 1

Z
jf jv�2 �

�Z
jf jq

� 1
q
�Z
jv�j2

�

� 1
2�

jfv� ¤ 0gj1�
1
2�
� 1
q

� c.n/kf kLq

�Z
jD.v�/j2

� 1
2

jfv� ¤ 0gj
1
2
C 1
n
� 1
q

� ı

Z
jD.v�/j2 C c.n; ı/kf k2Lq jfv� ¤ 0gj

1C 2
n
� 2
q :

Note 1C 2
n
� 2
q
> 1 � 1

q
if q > n

2
. Therefore we have the following estimate:

Z
jD.v�/j2 � C

�Z
v2jD�j2 C

Z
jcjv2�2 C k2

Z
jcj�2 C F 2jfv� ¤ 0gj1�

1
q

�

where F D kf kLq.B1/.
We claim that there holds

(4.1)
Z
jD.v�/j2 � C

�Z
v2jD�j2 C .k2 C F 2/jfv� ¤ 0gj1�

1
q

�

if jfv� ¤ 0gj is small.
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4.2. LOCAL BOUNDEDNESS 69

It is obvious if c � 0. In fact, in this special case there is no restriction on the
set fv� ¤ 0g. In general, the Hölder inequality implies that

Z
jcjv2�2 �

�Z
jcjq

� 1
q
�Z

.v�/2
�

� 2
2�

jfv� ¤ 0gj1�
2
2�
� 1
q

� c.n/

Z
jD.v�/j2

�Z
jcjq

� 1
q

jfv� ¤ 0gj
2
n
� 1
q

and Z
jcj�2 �

�Z
jcjq

� 1
q

jfv� ¤ 0gj1�
1
q :

Therefore we haveZ
jD.v�/j2 � C

� Z
v2jD�j2 C

Z
jD.v�/j2jfv� ¤ 0gj

2
n
� 1
q

C .k2 C F 2/jfv� ¤ 0gj1�
1
q

�
:

This implies (4.1) if jfv� ¤ 0gj is small. To continue, we obtain by the Sobolev
inequality

Z
.v�/2 �

�Z
.v�/2

�

� 2
2�

jfv� ¤ 0gj1�
2
2�

� c.n/

Z
jD.v�/j2jfv� ¤ 0gj

2
n :

Therefore we haveZ
.v�/2 � C

�Z
v2jD�j2jfv� ¤ 0gj

2
n C .k C F /2jfv� ¤ 0gj1C

2
n
� 1
q

�

if jfv� ¤ 0gj is small. Hence there exists an " > 0 such thatZ
.v�/2 � C

�Z
v2jD�j2jfv� ¤ 0gj" C .k C F /2jfv� ¤ 0gj1C"

�

if jfv� ¤ 0gj is small. Choose the cutoff function in the following way. For any
fixed 0 < r < R � 1 choose � 2 C10 .BR/ such that � � 1 in Br and 0 � � � 1
and jD�j � 2.R � r/�1 in B1. Set

A.k; r/ D fx 2 Br W u � kg:

We conclude that for any 0 < r < R � 1 and k > 0

(4.2)
Z

A.k;r/

.u � k/2 �

C

�
1

.R � r/2
jA.k;R/j"

Z

A.k;R/

.u � k/2 C .k C F /2jA.k;R/j1C"
�
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70 4. WEAK SOLUTIONS, PART II

if jA.k;R/j is small. Note

jA.k;R/j �
1

k

Z

A.k;R/

uC �
1

k
kuCkL2 :

Hence (4.2) holds if k � k0 D CkuCkL2 for some large C depending only on 

and ƒ.

Next we would show that there exists some k D C.k0 C F / such that
Z

A.k;1=2/

.u � k/2 D 0:

To continue we take any h > k � k0 and any 0 < r < 1. It is obvious that
A.k; r/ � A.h; r/. Hence we haveZ

A.h;r/

.u � h/2 �

Z

A.k;r/

.u � k/2

and

jA.h; r/j D jBr \ fu � k > h � kgj �
1

.h � k/2

Z

A.k;r/

.u � k/2:

Therefore by (4.2) we have for any h > k � k0 and 1
2
� r < R � 1

Z

A.h;r/

.u � h/2 � C

�
1

.R � r/2

Z

A.h;R/

.u � h/2 C .hC F /2jA.h;R/j

�
jA.h;R/j"

� C

�
1

.R � r/2
C
.hC F /2

.h � k/2

�
1

.h � k/2"

� Z

A.k;R/

.u � k/2
�1C"

or

(4.3) k.u � h/CkL2.Br / � C

�
1

R � r
C
hC F

h � k

�
1

.h � k/"
k.u � k/Ck1C"

L2.BR/
:

Now we carry out the iteration. Set '.k; r/ D k.u � k/CkL2.Br /. For � D 1
2

and
some k > 0 to be determined. Define for ` D 0; 1; : : : ;

k` D k0 C k

�
1 �

1

2`

�
.� k0 C k/;

r` D � C
1

2`
.1 � �/:

Obviously we have

k` � k`�1 D
k

2`
; r`�1 � r` D

1

2`
.1 � �/:
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Therefore we have for ` D 0; 1; : : :

'.k`; r`/ � C

�
2`

1 � �
C
2`.k0 C F C k/

k

�
2"`

k"
Œ'.k`�1; r`�1/�

1C"

�
C

1 � �
�
k0 C F C k

k1C"
� 2.1C"/` � Œ'.k`�1; r`�1/�

1C":

Next we prove inductively for any ` D 0; 1; : : : ;

(4.4) '.k`; r`/ �
'.k0; r0/


`
for some 
 > 1

if k is sufficiently large. Obviously it is true for ` D 0. Suppose it is true for `� 1.
We write

Œ'.k`�1; r`�1/�
1C" �

�
'.k0; r0/


`�1

�1C"
D
'.k0; r0/

"


`"�.1C"/
�
'.k0; r0/


`
:

Then we obtain

'.k`; r`/ �
C
1C"

1 � �
�
k0 C F C k

k1C"
� Œ'.k0; r0/�

" �
2`.1C"/


`"
�
'.k0; r0/


`
:

Choose 
 first such that 
" D 21C". Note 
 > 1 . Next, we need

C
1C"

1 � �
�

�
'.k0; r0/

k

�"
�
k0 C F C k

k
� 1:

Therefore we choose
k D C�fk0 C F C '.k0; r0/g

for C� large. Let `!C1 in (4.4). We conclude

'.k0 C k; �/ D 0:

Hence we have

sup
B1=2

uC � .C� C 1/fk0 C F C '.k0; r0/g:

Recall k0 D CkuCkL2.B1/ and '.k0; r0/ � kuCkL2.B1/. This finishes the proof.
�

Next we give the second proof of Theorem 4.1.

METHOD 2: MOSER’S APPROACH: First we explain the idea. By choosing
the test function appropriately, we will estimate the Lp1-norm of u in a smaller
ball by the Lp2-norm of u for p1 > p2 in a larger ball, that is,

kukLp1.Br1 /
� CkukLp2.Br2 /

for p1 > p2 and r1 < r2. This is a reversed Hölder inequality. As a sacrifice C
behaves like 1

r2�r1
. By iteration and a careful choice of frig and fpi g, we will

obtain the result.
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For some k > 0 and m > 0, set xu D uC C k and

xum D

(
xu if u < m;

k Cm if u � m:

Then we have Dxum D 0 in fu < 0g and fu > mg and xum � xu. Set the test
function

' D �2


xuˇmxu � k

ˇC1
�
2 H 1

0 .B1/

for some ˇ � 0 and some nonnegative function � 2 C 10 .B1/. Direct calculation
yields

D' D ˇ�2xuˇ�1m DxumxuC �
2xuˇmDxuC 2�D�



xuˇmxu � k

ˇC1
�

D �2xuˇm.ˇDxum CDxu/C 2�D�


xuˇmxu � k

ˇC1
�
:

We should emphasize that later on we will begin the iteration with ˇ D 0. Note
' D 0 and D' D 0 in fu � 0g. Hence if we substitute such ' in the equation we
integrate in the set fu > 0g. Note also that uC � xu and xuˇmxu � kˇC1 � xu

ˇ
mxu for

k > 0.
First we have by the Hölder inequalityZ
aijDiuDj'

D

Z
aijDi xu.ˇDj xum CDj xu/�

2xuˇm C 2

Z
aijDi xuDj �



xuˇmxu � k

ˇC1
�
�

� 
ˇ

Z
�2xuˇmjDxumj

2 C 


Z
�2xuˇmjDxuj

2 �ƒ

Z
jDxujjD�jxuˇmxu�

� 
ˇ

Z
�2xuˇmjDxumj

2 C



2

Z
�2xuˇmjDxuj

2 �
2ƒ2




Z
jD�j2xuˇmxu

2:

Hence we obtain by noting xu � k

ˇ

Z
�2xuˇmjDxumj

2 C

Z
�2xuˇmjDxuj

2

� C

� Z
jD�j2xuˇmxu

2 C

Z 

jcj�2xuˇmxu

2 C jf j�2xuˇmxu

�

� C

� Z
jD�j2xuˇmxu

2 C

Z
c0�

2xuˇmxu
2

�
;

where c0 is defined as

c0 D jcj C
jf j

k
:

Choose k D kf kLq if f is not identically 0. Otherwise choose arbitrary k > 0

and eventually let k ! 0C. By assumption we have

kc0kLq � ƒC 1:

Set w D xuˇ=2m xu. Note

jDwj2 � .1C ˇ/
˚
ˇxuˇmjDxumj

2 C xuˇmjDxuj
2
�
:
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Therefore we haveZ
jDwj2�2 � C

�
.1C ˇ/

Z
w2jD�j2 C .1C ˇ/

Z
c0w

2�2
�

or Z
jD.w�/j2 � C

�
.1C ˇ/

Z
w2jD�j2 C .1C ˇ/

Z
c0w

2�2
�
:

The Hölder inequality implies

Z
c0w

2�2 �

�Z
c
q
0

� 1
q
�Z

.�w/
2q
q�1

�1� 1
q

� .ƒC 1/

�Z
.�w/

2q
q�1

�1� 1
q

:

By interpolation inequality and the Sobolev inequality with 2� D 2n
n�2

> 2q
q�1

> 2

if q > n
2

, we have

k�wk
L
2q
q�1
� "k�wkL2� C C.n; q/"

� n
2q�n k�wkL2

� "kD.�w/kL2 C C.n; q/"
� n
2q�n k�wkL2

for any small " > 0. Therefore we obtainZ
jD.w�/j2 � C

�
.1C ˇ/

Z
w2jD�j2 C .1C ˇ/

2q
2q�n

Z
w2�2

�

and in particular Z
jD.w�/j2 � C.1C ˇ/˛

Z
.jD�j2 C �2/w2;

where ˛ is a positive number depending only on n and q. The Sobolev inequality
then implies

�Z
j�wj2	

�1=	
� C.1C ˇ/˛

Z
.jD�j2 C �2/w2

where � D n
n�2

> 1 for n > 2 and � > 2 for n D 2.
Choose the cutoff function as follows. For any 0 < r < R � 1 set � 2 C 10 .BR/

with the property

� � 1 in Br and jD�j �
2

R � r
:

Then we obtain �Z

Br

w2	
�1=	

� C
.1C ˇ/˛

.R � r/2

Z

BR

w2:

Recalling the definition of w, we have
�Z

Br

xu2	xuˇ	m

�1=	
� C

.1C ˇ/˛

.R � r/2

Z

BR

xu2xuˇm:
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74 4. WEAK SOLUTIONS, PART II

Set 
 D ˇ C 2 � 2. Then we obtain
�Z

Br

xu
	m

�1=	
� C

.
 � 1/˛

.R � r/2

Z

BR

xu


provided the integral in the right-hand side is bounded. By letting m ! C1 we
conclude that

kxukL��.Br / �

�
C
.
 � 1/˛

.R � r/2

�1=

kxukL� .BR/

provided kxukL� .BR/ < C1, where C D C.n; q; 
;ƒ/ is a positive constant
independent of 
 . The above estimate suggests that we iterate, beginning with

 D 2, as 2; 2�; 2�2; : : : . Now set for i D 0; 1; : : : ;


i D 2�
i and ri D

1

2
C

1

2iC1
:

By 
i D �
i�1 and ri�1 � ri D 1=2iC1, we have for i D 1; 2; : : : ;

kxukL�i .Bri /
� C.n; q; 
;ƒ/

i

�i kxukL�i�1 .Bri�1 /

provided kxukL�i�1 .Bri�1 / < C1. Hence by iteration we obtain

kxukL�i .Bri /
� C

P
i

�i kxukL2.B1/I

in particular, � Z

B1=2

xu2	
i

� 1

2�i

� C

�Z

B1

xu2
�1
2

:

Letting i !C1 we get

sup
B1=2

xu � CkxukL2.B1/ or sup
B1=2

uC � C fkuCkL2.B1/ C kg:

Recall the definition of k. This finishes the proof for p D 2. �

REMARK 4.2. If the subsolution u is bounded, we may simply take the test
function

' D �2.xuˇC1 � kˇC1/ 2 H 1
0 .B1/

for some ˇ � 0 and some nonnegative function � 2 C 10 .B1/.

Next we discuss the general p case of Theorem 4.1. This is based on a dilation
argument.

Take any R � 1. Define

zu.y/ D u.Ry/ for y 2 B1:

It is easy to see that zu satisfies the following equation:Z

B1

zaijDi zuDj' C zczu' �

Z

B1

zf ' for any ' 2 H 1
0 .B1/ and � � 0 in B1
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4.2. LOCAL BOUNDEDNESS 75

where
za.y/ D a.Ry/; zc.y/ D R2c.Ry/; zf .y/ D R2f .Ry/;

for any y 2 B1. Direct calculation shows

jzaij jL1.B1/ C kzckLq.B1/ D jaij jL1.BR/ CR
2�n

q kckLq.BR/ � ƒ:

We may apply what we just proved to zu in B1 and rewrite the result in terms of u.
Hence we obtain for p � 2

sup
BR=2

uC � C

�
1

Rn=p
kuCkLp.BR/ CR

2�n
q kf kLq.BR/

�

where C D C.n; 
;ƒ; p; q/ is a positive constant. The estimate in B�R can be
obtained by applying the above result to B.1��/R.y/ for any y 2 B�R. Take
R D 1. This is Theorem 4.1 for any � 2 .0; 1/ and p � 2.

Now we prove the statement for p 2 .0; 2/. We showed that for any � 2 .0; 1/
and 0 < R � 1 there holds

kuCkL1.B�R/ � C

�
1

Œ.1 � �/R�n=2
kuCkL2.BR/ CR

2�n
q kf kLq.BR/

�

� C

�
1

Œ.1 � �/R�n=2
kuCkL2.BR/ C kf kLq.B1/

�
:

For p 2 .0; 2/ we have Z

BR

.uC/2 � kuCk
2�p

L1.BR/

Z

BR

.uC/p

and hence by the Hölder inequality

kuCkL1.B�R/

� C

�
1

Œ.1 � �/R�n=2
kuCk

1�p=2

L1.BR/

�Z

BR

.uC/p dx

� 1
2

C kf kLq.BR/

�

�
1

2
kuCkL1.BR/ C C

�
1

Œ.1 � �/R�n=p

�Z

BR

.uC/p
� 1
p

C kf kLq.BR/

�
:

Set f .t/ D kuCkL1.Bt / for t 2 .0; 1�. Then for any 0 < r < R � 1

f .r/ �
1

2
f .R/C

C

.R � r/n=p
kuCkLp.B1/ C Ckf kLq.B1/:

We apply the following lemma to get for any 0 < r < R < 1

f .r/ �
C

.R � r/
n
p

kuCkLp.B1/ C Ckf kLq.B1/:

Let R! 1�. We obtain for any � < 1

kuCkL1.B� / �
C

.1 � �/
n
p

kuCkLp.B1/ C Ckf kLq.B1/:

�
Licensed to Univ of Calif, San Diego.  Prepared on Sat Jun 23 20:15:33 EDT 2018for download from IP 137.110.192.40/138.253.100.86.

License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



76 4. WEAK SOLUTIONS, PART II

We need the following simple lemma:

LEMMA 4.3 Let f .t/ � 0 be bounded in Œ�0; �1� with �0 � 0. Suppose for �0 �
t < s � �1 we have

f .t/ � �f .s/C
A

.s � t/˛
C B

for some � 2 Œ0; 1/. Then for any �0 � t < s � �1 there holds

f .t/ � c.˛; �/

�
A

.s � t/˛
C B

�
:

PROOF: Fix �0 � t < s � �1. For some 0 < � < 1 we consider the sequence
ftig defined by

t0 D t and tiC1 D ti C .1 � �/�
i .s � t/:

Note t1 D s: By iteration

f .t/ D f .t0/ � �
kf .tk/C

�
A

.1 � �/˛
.s � t/�˛ C B

� k�1X
iD0

� i��i˛:

Choose � < 1 such that ���˛ < 1, that is, � < �˛ < 1. As k !1 we have

f .t/ � c.˛; �/

�
A

.1 � �/˛
.s � t/�˛ C B

�
:

�

In the rest of this section we use Moser’s iteration to prove a high integrability
result that is closely related to Theorem 4.1. For the next result we require n � 3.

THEOREM 4.4 Suppose aij 2 L1.B1/ and c 2 Ln=2.B1/ satisfy the following
assumption:


j�j2 � aij .x/�i�j � ƒj�j
2 for any x 2 B1; � 2 Rn;

for some positive constants 
 and ƒ. Suppose that u 2 H 1.B1/ is a subsolution
in the following sense:Z

B1

aijDiuDj' C cu' �

Z

B1

f ' for any ' 2 H 1
0 .B1/ and ' � 0 in B1:

If f 2 Lq.B1/ for some q 2 Œ 2n
nC2

; n
2
/, then uC 2 Lq

�

loc.B1/ for 1
q�
D 1

q
� 2
n

.
Moreover, there holds

kuCkLq�.B1=2/ � C fku
CkL2.B1/ C kf kLq.B1/g

where C D C.n; 
;ƒ; q; ".K// is a positive constant with

".K/ D

� Z

fjcj>Kg

jcjn=2
�2=n

:
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PROOF: For m > 0, set xu D uC and

xum D

(
xu if u < m;

m if u � m:

Then set the test function

' D �2xuˇmxu 2 H
1
0 .B1/

for some ˇ � 0 and some nonnegative function � 2 C 10 .B1/. By similar calcula-
tions as in the proof of Theorem 4.1 we conclude

�Z
�2	xuˇ	m xu

2	

�1=	
�

C.1C ˇ/

� Z
jD�j2xuˇmxu

2 C

Z
jcj�2xuˇmxu

2 C

Z
jf j�2xuˇmxu

�

where � D n
n�2

> 1. The Hölder inequality implies for any K > 0Z
jcj�2xuˇmxu

2 � K

Z

fjcj�Kg

�2xuˇmxu
2 C

Z

fjcj>Kg

jcj�2xuˇmxu
2

� K

Z
�2xuˇmxu

2 C

� Z

fjcj>Kg

jcj
n
2

� 2
n
�Z

.�2xuˇmxu
2/

n
n�2

�n�2
n

� K

Z
�2xuˇmxu

2 C ".K/

�Z
�2	xuˇ	m xu

2	

� 1
�

:

Note ".K/ ! 0 as K ! C1 since c 2 Ln=2.B1/. Hence for bounded ˇ we
obtain by choosing largeK D K.ˇ/
�Z

�2	xuˇ	m xu
2	

�1=	
� C.1C ˇ/

� Z
.jD�j2 C �2/xuˇmxu

2 C

Z
jf j�2xuˇmxu

�
:

Observe

xuˇmxu � xu
ˇ� ˇ

ˇC2
m xu1C

ˇ
ˇC2 D



xuˇmxu

2
�ˇC1
ˇC2 :

Therefore by the Hölder inequality again we have for � � 1

Z
jf j�2xuˇmxu �

�Z
jf jq

� 1
q
�Z

.�2xuˇmxu
2/	

� ˇC1
.ˇC2/�

jsupp �j1�
1
q
� ˇC1
.ˇC2/�

� "

�Z
�2	xu	xuˇ	m

� 1
�

C C."; ˇ/

�Z
jf jq

�ˇC2
q

;

provided

1 �
1

q
�

ˇ C 1

.ˇ C 2/�
� 0 which is equivalent to ˇ C 2 �

q.n � 2/

n � 2q
:
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78 4. WEAK SOLUTIONS, PART II

Hence ˇ is required to be bounded, depending only on n and q. Then we obtain
�Z

�2	xuˇ	m xu
2	

�1=	
� C

� Z
.jD�j2 C �2/xuˇmxu

2 C kf k
ˇC2
Lq

�
:

By setting 
 D ˇ C 2, we have by definition of q�

(4.5) 2 � 
 �
q.n � 2/

n � 2q
D
q�

�
:

We conclude, as before, for any such 
 in (4.5) and any 0 < r < R � 1

(4.6) kxukL�� .Br / � C

�
1

.R � r/2=

kxukL� .BR/ C kf kLq.B1/

�

provided kxukL� .BR/ < C1. Again this suggests the iteration 2; 2�; 2�2; : : : .
For given q 2 Œ 2n

nC2
; n
2
/, there exists a positive integer k such that

2�k�1 �
q.n � 2/

n � 2q
< 2�k:

Hence for such k we get by finitely many iterations of (4.6)

kxuk
L2�

k
.B3=4/

� C fkxukL2.B1/ C kf kLq.B1/gI

in particular,
kxuk

L
q�

� .B3=4/
� C fkxukL2.B1/ C kf kLq.B1/g;

while with 
 D q�=� in (4.6) we obtain

kxukLq�.B1=2/ � C fkxukLq
�=�.B3=4/

C kf kLq.B1/g:

This finishes the proof. �

4.3. Hölder Continuity

We first discuss homogeneous equations with no lower-order terms. Consider

Lu � �Di .aij .x/Dju/ in B1.0/ � Rn

where aij 2 L1.B1/ satisfies


j�j2 � aij .x/�i�j � ƒj�j
2 for all x 2 B1.0/ and � 2 Rn

for some positive constants 
 and ƒ.

DEFINITION 4.5 The function u 2 H 1
loc.B1/ is called a subsolution (supersolu-

tion) of the equation Lu D 0 ifZ

B1

aijDiuDj' � 0 .� 0/ for all ' 2 H 1
0 .B1/ and ' � 0.

LEMMA 4.6 Let ˆ 2 C 0;1loc .R/ be convex. Then:

(i) If u is a subsolution and ˆ0 � 0, then v D ˆ.u/ is also a subsolution
provided v 2 H 1

loc.B1/.
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4.3. HÖLDER CONTINUITY 79

(ii) If u is a supersolution and ˆ0 � 0, then v D ˆ.u/ is a subsolution
provided v 2 H 1

loc.B1/.

REMARK 4.7. If u is a subsolution, then .u�k/C is also a subsolution, where
.u � k/C D maxf0; u � kg. In this case ˆ.s/ D .s � k/C.

PROOF: We prove by direct computation.

(i) Assume first ˆ 2 C 2loc.R/: Then

ˆ0.s/ � 0; ˆ00.s/ � 0:

Consider ' 2 C 10 .B1/ with ' � 0. Direct calculation yields
Z

B1

aijDivDj' D

Z

B1

aijˆ
0.u/DiuDj'

D

Z

B1

aijDiuDj .ˆ
0.u/'/ �

Z

B1

.aijDiuDju/'ˆ
00.u/ � 0;

where ˆ0.u/' 2 H 1
0 .B1/ is nonnegative. In general, set ˆ".s/ D �" �

ˆ.s/ with �" as the standard mollifier. Then ˆ0".s/ D �" � ˆ
0.s/ � 0

and ˆ00" .s/ � 0. Hence ˆ".u/ is a subsolution by what we just proved.
Note ˆ0".s/ ! ˆ0.s/ a.e. as " ! 0C. Hence the Lebesgue dominant
covergence theorem implies the result.

(ii) This is proved similarly. �
We need the following Poincaré-Sobolev inequality:

LEMMA 4.8 For any " > 0 there exists a C D C."; n/ such that for u 2 H 1.B1/

with

jfx 2 B1Iu D 0gj � "jB1j there holds
Z

B1

u2 � C

Z

B1

jDuj2:

PROOF: Suppose not. Then there exists a sequence fumg � H 1.B1/ such that

jfx 2 B1Ium D 0gj � "jB1j;

Z

B1

u2m D 1;

Z

B1

jDumj
2 ! 0 as m!1:

Hence we may assume um ! u0 2 H
1.B1/ strongly in L2.B1/ and weakly in

H 1.B1/. Clearly u0 is a nonzero constant. So

0 D lim
m!1

Z

B1

jum � u0j
2 � lim

m!1

Z

fumD0g

jum � u0j
2

� ju0j
2 inf
m
jfum D 0gj > 0:

Contradiction. �
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80 4. WEAK SOLUTIONS, PART II

THEOREM 4.9 (Density Theorem) Suppose u is a positive supersolution in B2
with

jfx 2 B1 W u � 1gj � "jB1j:

Then there exists a constant C depending only on ", n, and ƒ=
 such that

inf
B1=2

u � C:

PROOF: We may assume that u � ı > 0. Then let ı ! 0C. By Lemma 4.6,
v D .logu/� is a subsolution, bounded by log ı�1. Then Theorem 4.1 yields

sup
B1=2

v � C

�Z

B1

jvj2
�1=2

:

Note jfx 2 B1 W v D 0gj D jfx 2 B1 W u � 1gj � "jB1j. Lemma 4.8 implies

(4.7) sup
B1=2

v � C

�Z

B1

jDvj2
�1=2

:

We will prove that the right-hand side is bounded. To this end, set ' D �2

u
for

� 2 C 10 .B2/ as the text function. Then we obtain

0 �

Z
aijDiuDj

�
�2

u

�
D �

Z
�2
aijDiuDju

u2
C 2

Z
�aijDiuDj �

u
;

which implies Z
�2jD loguj2 � C

Z
jD�j2:

So for fixed � 2 C 10 .B2/ with � � 1 in B1 we haveZ

B1

jD loguj2 � C:

Combining this with (4.7) we obtain

sup
B1=2

v D sup
B1=2

.logu/� � C which gives inf
B1=2

u � e�C > 0:

�
THEOREM 4.10 (Oscillation Theorem) Suppose that u is a bounded solution of
Lu D 0 in B2. Then there exists a 
 D 
.n; ƒ

�
/ 2 .0; 1/ such that

oscB1=2 u � 
 oscB1 u:

PROOF: In fact, local boundedness is proved in the previous section. Set

˛1 D sup
B1

u and ˇ1 D inf
B1
u:

Consider the solution
u � ˇ1

˛1 � ˇ1
or

˛1 � u

˛1 � ˇ1
:
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4.3. HÖLDER CONTINUITY 81

Note the following equivalence:

u �
1

2
.˛1 C ˇ1/”

u � ˇ1

˛1 � ˇ1
�
1

2
;

u �
1

2
.˛1 C ˇ1/”

˛1 � u

˛1 � ˇ1
�
1

2
:

CASE 1. Suppose thatˇ̌
ˇ̌
�
x 2 B1 W

2.u� ˇ1/

˛1 � ˇ1
� 1

�ˇ̌
ˇ̌ � 1

2
jB1j:

Apply the above theorem to u�ˇ1
˛1�ˇ1

� 0 in B1. We have for some C > 1

inf
B1=2

u � ˇ1

˛1 � ˇ1
�
1

C
;

which results in the following estimate:

inf
B1=2

u � ˇ1 C
1

C
.˛1 � ˇ1/:

CASE 2. Supposeˇ̌
ˇ̌
�
x 2 B1 W

2.˛1 � u/

˛1 � ˇ1
� 1

�ˇ̌
ˇ̌ � 1

2
jB1j:

Similarly as in Case 1 we obtain

sup
B1=2

u � ˛1 �
1

C
.˛1 � ˇ1/:

Now set
˛2 D sup

B1=2

u and ˇ2 D inf
B1=2

u:

Note ˇ2 � ˇ1 and ˛2 � ˛1. In both cases, we have

˛2 � ˇ2 �

�
1 �

1

C

�
.˛1 � ˇ1/:

�

The De Giorgi theorem is an easy consequence of the above results.

THEOREM 4.11 (De Giorgi) Suppose Lu D 0 weakly in B1. Then there holds

sup
B1=2

ju.x/j C sup
x;y2B1=2

ju.x/ � u.y/j

jx � yj˛
� c

�
n;
ƒ




�
kukL2.B1/

with ˛ D ˛.n; ƒ
�
/ 2 .0; 1/.

In the rest of the section we will discuss the Hölder continuity of solutions to
general linear equations. We need the following lemma:
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82 4. WEAK SOLUTIONS, PART II

LEMMA 4.12 Suppose that aij 2 L1.Br/ satisfies


j�j2 � aij .x/�i�j � ƒj�j
2 for any x 2 Br ; � 2 Rn;

for some 0 < 
 � ƒ < C1. Suppose u 2 H 1.Br/ satisfiesZ

Br

aijDiuDj' D 0 for any ' 2 H 1
0 .Br/:

Then there exists an ˛ 2 .0; 1/ such that for any � < r there holds
Z

B�

jDuj2 � C

�
�

r

�n�2C2˛ Z

Br

jDuj2

where C and ˛ depend only on n and ƒ
�

.

PROOF: By dilation, consider r D 1. We restrict our consideration to the
range � 2 .0; 1

4
�, since it is trivial for � 2 .1

4
; 1�. We may further assume thatR

B1
u D 0 since the function u � jB1j�1

R
B1
u solves the same equation. The

Poincaré inequality yields Z

B1

u2 � c.n/

Z

B1

jDuj2:

Hence Theorem 4.11 implies for jxj � 1
2

ju.x/ � u.0/j2 � C jxj2˛
Z

B1

jDuj2

where ˛ 2 .0; 1/ is determined in Theorem 4.11. For any 0 < � � 1
4

take a cutoff
function � 2 C10 .B2�/ with � � 1 in B� and 0 � � � 1 and jD�j � 2

�
. Then set

' D �2.u � u.0//. Hence the equation yields

0 D

Z

B1

aijDiu


�2DjuC 2�Dj �.u � u.0//

�

�



2

Z

B2�

�2jDuj2 � C sup
B2�

ju � u.0/j2
Z

B2�

jD�j2:

Therefore we have Z

B�

jDuj2 � C�n�2 sup
B2�

ju � u.0/j2:

The conclusion follows easily. �

Now we may prove the following result in the same way we proved Theo-
rem 3.8, with Lemma 3.10 replaced by Lemma 4.12.
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4.4. MOSER’S HARNACK INEQUALITY 83

THEOREM 4.13 Assume aij 2 L1.B1/ and c 2 Ln.B1/ satisfies


j�j2 � aij .x/�i�j � ƒj�j
2 for any x 2 B1; � 2 Rn;

for some 0 < 
 � ƒ < C1. Suppose that u 2 H 1.B1/ satisfiesZ

B1

aijDjuDi' C cu' D

Z

B1

f ' for any ' 2 H 1
0 .B1/:

If f 2 Lq.B1/ for some q > n
2

, then u 2 C ˛.B1/ for some ˛ D ˛.n; q; 
;ƒ;

kckLn/ 2 .0; 1/. Moreover, there exists R0 D R0.q; 
;ƒ; kckLn/ such that for
any x 2 B1=2 and r � R0 there holds

Z

Br .x/

jDuj2 � Crn�2C2˛
˚
kf k2Lq.B1/ C kuk

2
H1.B1/

�

where C D C.n; q; 
;ƒ; kckLn/ is a positive constant.

4.4. Moser’s Harnack Inequality

In this section we only discuss equations without lower-order terms. Suppose
� is a domain in Rn. We always assume that aij 2 L1.�/ satisfies


j�j2 � aij .x/�i�j � ƒj�j
2 for all x 2 � and � 2 Rn

for some positive constants 
 and ƒ.

THEOREM 4.14 (Local Boundedness) Let u 2 H 1.�/ be a nonnegative subsolu-
tion in � in the following sense:Z

�

aijDiuDj' �

Z

�

f ' for any ' 2 H 1
0 .�/ and � � 0 in �:

Suppose f 2 Lq.�/ for some q > n
2

. Then there holds for any BR � �, any
0 < r < R, and any p > 0

sup
Br

u � C

�
1

.R � r/n=p
kuCkLp.BR/ C R

2�n
q kf kLq.BR/

�

where C D C.n; 
;ƒ; p; q/ is a positive constant.

PROOF: This is a special case of Theorem 4.1 in the dilated version. �

THEOREM 4.15 (Weak Harnack Inequality) Let u 2 H 1.�/ be a nonnegative
supersolution in � in the following sense:

(�)
Z

�

aijDiuDj' �

Z

�

f ' for any ' 2 H 1
0 .�/ and ' � 0 in �:
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84 4. WEAK SOLUTIONS, PART II

Suppose f 2 Lq.�/ for some q > n
2

. Then for any BR � � there holds for any
0 < p < n

n�2
and any 0 < � < � < 1

inf
B�R

uC R2�
n
q kf kLq.BR/ � C

�
1

Rn

Z

B�R

up
� 1
p

where C depends only on n, p, q, 
, ƒ, � , and � .

PROOF: We prove for R D 1.

Step 1. We prove that the result holds for some p0 > 0.
Set xu D uC k > 0 for some k > 0 to be determined and v D xu�1. First we

will derive the equation for v. For any ' 2 H 1
0 .B1/ with ' � 0 in B1 consider

xu�2' as the test function in (�). We haveZ

B1

aijDiu
Dj'

xu2
� 2

Z

B1

aijDiuDj xu
'

xu3
�

Z

B1

f
'

xu2
:

Note Dxu D Du and Dv D �xu2Dxu. Therefore we obtainZ

B1

aijDj vDi' C zf v' � 0 where we set zf D
f

xu
:

In other words, v is a nonnegative subsolution to some homogeneous equation.
Choose k D kf kLq if f is not identically 0. Otherwise choose arbitrary k > 0

and then let k ! 0C. Note
k zf kLq.B1/ � 1:

Thus Theorem 4.1 implies that for any � 2 .�; 1/ and any p > 0

sup
B�

xu�p � C

Z

B�

xu�p;

that is,

inf
B�
xu � C

�Z

B�

xu�p dx

�� 1
p

D C

�Z

B�

xu�p
Z

B�

xup
�� 1

p
�Z

B�

xup
� 1
p

where C D C.n; q; p; 
;ƒ; �; �/ > 0.
The key point is to show that there exists a p0 > 0 such thatZ

B�

xu�p0 �

Z

B�

xup0 � C.n; q; 
;ƒ; �/:

We will show that for any � < 1 there holds

(4.8)
Z

B�

ep0jwj � C.n; q; 
;ƒ; �/

where w D log xu � ˇ with ˇ D jB
 j�1
R
B�

log xu.
We have two methods:
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4.4. MOSER’S HARNACK INEQUALITY 85

(1) Prove directly.
(2) Prove that w 2 BMO, that is, for any Br.y/ � B1.0/

1

rn

Z

Br

jw � wy;r jdx � C:

Then (4.8) follows from Theorem 3.5 (John-Nirenberg lemma).
We shall prove (4.8) directly first. Recall xu D uC k � k > 0. Note that

ep0jwj D 1C p0jwj C
.p0jwj/

2

2Š
C � � � C

.p0jwj/
n

nŠ
C � � � :

Hence we need to estimate
R
B�
jwjˇ for each positive integer ˇ.

We first derive the equation for w. Consider xu�1' as test function in (�). Here
we need ' 2 L1.B1/ \H 1

0 .B1/ with ' � 0. By direct calculation as before and
by the fact that Dw D xu�1Dxu, we have

(4.9)
Z

B1

aijDiwDjw' �

Z

B1

aijDiwDj' C

Z

B1

.� zf '/

for any ' 2 L1.B1/\H 1
0 .B1/ with ' � 0: Replace ' by '2 in (4.9). The Hölder

inequality implies Z

B1

jDwj2'2 � C

� Z

B1

jD'j2 C

Z

B1

j zf j'2
�
:

By the Hölder and Sobolev inequalities we obtainZ

B1

j zf j'2 � k zf kLn=2k'k
2
L2n=.n�2/

� c.n; q/kD'k2
L2
:

Therefore we have

(4.10)
Z

B1

jDwj2'2 � C

Z

B1

jD'j2

with C D C.n; q; 
;ƒ/ > 0. Take ' 2 C 10 .B1/ with ' � 1 in B
 . Then we
obtain

(4.11)
Z

B�

jDwj2 � C.n; q; 
;ƒ; �/:

Hence the Poincaré inequality impliesZ

B�

w2 � c.n; �/

Z

B�

jDwj2 � C.n; q; 
;ƒ; �/

since
R
B�
w D 0. Furthermore, we conclude from (4.10)

(4.12)
Z

B�0

w2 � C.n; q; 
;ƒ; �; � 0/
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86 4. WEAK SOLUTIONS, PART II

for any � 0 2 .�; 1/.
Next we will estimate

R
B�
jwjˇ for any ˇ � 2. Choose ' D �2jwmj

2ˇ 2

H 1
0 .B1/ \ L

1.B1/ with

wm D

8̂
<
:̂
�m; w � �m;

w; jwj < m;

m; w � m:

Substitute such ' in (4.9) to get
Z

B1

�2jwmj
2ˇaijDiwDjw � .2ˇ/

Z

B1

�2aijDiwDj jwmjjwmj
2ˇ�1

C

Z

B1

2�jwmj
2ˇaijDiwDj � C

Z

B1

j zf j�2jwmj
2ˇ :

Note aijDiwDj jwmj D aijDiwmDj jwmj � aijDiwmDjwm a.e. inB1. Young’s
inequality implies

.2ˇ/jwmj
2ˇ�1 �

2ˇ � 1

2ˇ
jwmj

2ˇ C
1

2ˇ
.2ˇ/2ˇ

D

�
1 �

1

2ˇ

�
jwmj

2ˇ C .2ˇ/2ˇ�1:

Hence we obtainZ

B1

�2jwmj
2ˇaijDiwDjw �

�
1 �

1

2ˇ

�Z

B1

�2jwmj
2ˇaijDiwmDjwm

C .2ˇ/2ˇ�1
Z

B1

�2aijDiwmDjwm

C

Z

B1

2�jwmj
2ˇaijDiwDj � C

Z

B1

j zf j�2jwmj
2ˇ

and hence Z

B1

�2jwmj
2ˇaijDiwDjw

� .2ˇ/2ˇ
Z

B1

�2aijDiwmDjwm

C .4ˇ/

Z

B1

�jwmj
2ˇaijDiwDj � C 2ˇ

Z

B1

j zf j�2jwmj
2ˇ :
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4.4. MOSER’S HARNACK INEQUALITY 87

Therefore we obtainZ

B1

�2jwmj
2ˇ jDwj2 �

C

�
.2ˇ/2ˇ

Z

B1

�2jDwmj
2 C ˇ

Z

B1

�jwmj
2ˇ jDwjjD�j C ˇ

Z

B1

j zf j�2jwmj
2ˇ

�
:

Note that the first term in the right side is bounded in (4.11). Applying the Cauchy
inequality to the second term in the right side we concludeZ

B1

�2jwmj
2ˇ jDwj2 �

C

�
.2ˇ/2ˇ

Z

B1

�2jDwmj
2 C ˇ2

Z

B1

jwmj
2ˇ jD�j2 C ˇ

Z

B1

j zf j�2jwmj
2ˇ

�
:

Note Dw D Dwm for jwj < m and Dwm D 0 for jwj > m. Hence we haveZ

B1

�2jwmj
2ˇ jDwmj

2 �

C

�
.2ˇ/2ˇ

Z

B1

�2jDwmj
2 C ˇ2

Z

B1

jwmj
2ˇ jD�j2 C ˇ

Z

B1

j zf j�2jwmj
2ˇ

�
:

In the following, we write w D wm and then let m ! C1. By Young’s
inequality we obtain

jD.�jwjˇ /j2 � 2jD�j2jwj2ˇ C 2ˇ2�2jwj2ˇ�2jDwj2

� 2jD�j2jwj2ˇ C 2�2jDwj2
�
ˇ � 1

ˇ
jwj2ˇ C

1

ˇ
ˇ2ˇ

�

and henceZ

B1

jD.�jwjˇ /j2 � C

�
.2ˇ/2ˇ

Z

B1

�2jDwj2

C ˇ2
Z
jD�j2jwj2ˇ C ˇ

Z

B1

j zf j�2jwj2ˇ
�
:

The Hölder inequality implies
Z

B1

j zf j�2jwj2ˇ �

�Z

B1

j zf jq
� 1
q
�Z

B1

.�jwjˇ /
2q
q�1

�1� 1
q

:

By the interpolation and Sobolev inequalities with 2� D 2n
n�2

> 2q
q�1

> 2 if q > n
2

,
we have

k�jwjˇk
L
2q
q�1
� "k�jwjˇkL2� C C.n; q/"

� n
2q�n k�jwjˇkL2

� "kD.�jwjˇ /kL2 C C.n; q/"
� n
2q�n k�jwjˇkL2
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88 4. WEAK SOLUTIONS, PART II

for any small " > 0. Therefore we obtain by (4.10)Z

B1

jD.�jwjˇ /j2 � C

�
.2ˇ/2ˇ

Z

B1

�2jDwj2 C ˇ˛
Z

B1

.jD�j2 C �2/jwj2ˇ
�

� C

�
.2ˇ/2ˇ

Z

B1

jD�j2 C ˇ˛
Z

B1

.jD�j2 C �2/jwj2ˇ
�

for some positive constant ˛ depending only on n and q. Apply the Sobolev in-
equality for �jwjˇ 2 W 1;2

0 .Rn/ with � D n
n�2

to get
�Z

B1

�2	jwj2ˇ	
�1=	

� Cˇ˛
�
.2ˇ/2ˇ

Z

B1

jD�j2 C

Z

B1

.jD�j2 C �2/jwj2ˇ
�
:

Choose the cutoff function as follows: For � � r < R � 1, set � � 1 on
Br.0/, � � 0 in B1.0/ n BR.0/, and jD�j � 2

R�r
. Therefore we have

�Z

Br

jwj2ˇ	
�1=	

�
Cˇ˛

.R � r/2

�
.2ˇ/2ˇ C

Z

BR

jwj2ˇ
�
:

For some � 0 2 .�; 1/ set ˇi D �i�1 and ri D �C 1
2i�1

.� 0��/ for any i D 1; 2; : : : :
Then for each i D 1; 2; : : : ;�Z

Bri

jwj2	i
�1=	

�
C�.i�1/˛22.i�1/

.� 0 � �/2

�
.2�i�1/2	

i�1

C

Z

Bri�1

jwj2	
i�1

�
:

Set
Ij D kwkL2�j .Brj /

:

Then we have for j D 1; 2; : : : ;

Ij � C
j

2�j f2�j�1 C Ij�1g

with C D C.n; q; 
;ƒ; �; � 0/ > 0. Iterating the above inequality and observing
that

1X
iD0

i

�i
<1;

we obtain

Ij � C

jX
iD1

�i�1 C CI0; that is, Ij � C�
j C CI0:

Now for ˇ � 2 there exists a j such that 2�j�1 � ˇ < 2�j . Hence

Iˇ .B
 / �

�Z

B�

jwjˇ
�1=ˇ

� CIj � C�
j C CI0 � Cˇ C CI0 � C0ˇ;
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4.4. MOSER’S HARNACK INEQUALITY 89

since I0 is bounded in (4.12). Hence we obtain for ˇ � 1Z

B�

jwjˇdx � C
ˇ
0 ˇ

ˇ � C
ˇ
0 e

ˇˇŠ

where we used the Sterling formula for integer ˇ. Hence for integer ˇ � 1Z

B�

.p0jwj/
ˇ

ˇŠ
� p

ˇ
0 .C0e/

ˇ �
1

2ˇ

by choosing p0 D .2C0e/�1. This proves thatZ
ep0jwj D

Z
1C p0jwj C

.p0jwj/
2

2Š
C � � � � 1C

1

21
C
1

22
C � � � � 2:

REMARK 4.16. The above method, avoiding BMO, is elementary in nature.

Now we give the second proof of estimate (4.8). Estimate (4.10) givesZ

B1

jDwj2�2 � C

Z

B1

jD�j2 for any � 2 C 10 .B1/:

Then for any B2r.y/ � B1 choose � with

supp � � B2r.y/; � � 1 in Br.y/; jD�j �
2

r
:

Then we obtain Z

Br .y/

jDwj2 � Crn�2:

Hence the Poincaré inequality implies

1

rn

Z

Br .y/

jw � wy;r j �
1

rn=2

� Z

Br .y/

jw � wy;r j
2

�1=2

�
1

rn=2

�
r2

Z

Br .y/

jDwj2
�1=2

� C;

that is, w 2 BMO. Then the John-Nirenberg lemma impliesZ

B�

ep0jwj � C:

Step 2. The result holds for any positive p < n
n�2

.

We need to prove for any 0 < r1 < r2 < 1 and 0 < p2 < p1 <
n
n�2

there
holds

(4.13)

�Z

Br1

xup1
� 1
p1

� C

�Z

Br2

xup2
� 1
p2
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90 4. WEAK SOLUTIONS, PART II

for some C D C.n; q; 
;ƒ; r1; r2; p1; p2/ > 0. A similar calculation may be
found in Section 4.2 (Method 2). Here we just point out some key steps.

Take ' D xu�ˇ�2 for ˇ 2 .0; 1/ as the test function in (�). Then we have
Z

B1

jDxuj2xu�ˇ�1�2 � C

�
1

ˇ2

Z

B1

jD�j2xu1�ˇ C
1

ˇ

Z

B1

jf j

k
�2xu1�ˇ

�
:

Set 
 D 1 � ˇ 2 .0; 1/ and w D xu
=2. Then we haveZ
jDwj2�2 �

C

.1 � 
/˛

Z
w2.jD�j2 C �2/

or Z
jD.w�/j2 �

C

.1 � 
/˛

Z
w2.jD�j2 C �2/

for some positive ˛ > 0. The Sobolev embedding theorem and an appropriate
choice for the cutoff function imply, with � D n

n�2
, that for any 0 < r < R < 1

�Z

Br

w2	
� 1
�

�
C

.1 � 
/˛
�

1

.R � r/2

Z

BR

w2

or �Z

Br

xu
	
� 1
��

�

�
C

.1 � 
/˛
1

.R � r/2

� 1
�
�Z

BR

xu

� 1
�

:

This holds for any 
 2 .0; 1/. Now (4.13) follows after finitely many iterations.
�

Now the Harnack inequality is an easy consequence of the above results.

THEOREM 4.17 (Moser’s Harnack Inequality) Let u 2 H 1.�/ be a nonnegative
solution in � Z

�

aijDiuDj' D

Z

�

f ' for any ' 2 H 1
0 .�/:

Suppose f 2 Lq.�/ for some q > n
2

. Then there holds for any BR � �

max
BR

u � C
˚

min
BR=2

uC R2�
n
q kf kLq.BR/

�

where C D C.n; 
;ƒ; q/ is a positive constant.

COROLLARY 4.18 (Hölder Continuity) Let u 2 H 1.�/ be a solution in �Z

�

aijDiuDj' D

Z

�

f ' for any ' 2 H 1
0 .�/:

Licensed to Univ of Calif, San Diego.  Prepared on Sat Jun 23 20:15:33 EDT 2018for download from IP 137.110.192.40/138.253.100.86.

License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



4.4. MOSER’S HARNACK INEQUALITY 91

Suppose f 2 Lq.�/ for some q > n
2

. Then u 2 C ˛.�/ for some ˛ 2 .0; 1/
depending only on n; q; 
, and ƒ. Moreover, there holds for any BR � �

ju.x/ � u.y/j � C

�
jx � yj

R

�˛�� 1

Rn

Z

BR

u2
�1=2

C R2�
n
q kf kLq.BR/

�

for any x; y 2 BR=2 where C D C.n; 
;ƒ; q/ is a positive constant.

PROOF: We prove the estimate for R D 1. Let M.r/ D maxBr u and m.r/ D
minBr u for r 2 .0; 1/. Then M.r/ < C1 and m.r/ > �1. It suffices to show
that

!.r/
�
DM.r/ �m.r/ � Cr˛

��Z

B1

u2
�1=2

C kf kLq.B1/

�
for any r <

1

2
:

Set ı D 2 � n
q

. Apply Theorem 4.17 to M.r/ � u � 0 in Br to get

sup
Br=2

.M.r/� u/ � C
˚

inf
Br=2

.M.r/� u/C rıkf kLq.Br /
�
;

that is,

(4.14) M.r/ �m

�
r

2

�
� C

��
M.r/ �M

�
r

2

��
C rıkf kLq.Br /

�
:

Similarly, apply Harnack to u �m.r/ � 0 in Br to get

(4.15) M

�
r

2

�
�m.r/ � C

��
m

�
r

2

�
�m.r/

�
C rıkf kLq.Br /

�
:

Then by adding (4.14) and (4.15) together we get

!.r/C !

�
r

2

�
� C

��
!.r/ � !

�
r

2

��
C rıkf kLq.Br /

�

or

!

�
r

2

�
� 
!.r/C Crıkf kLq.Br /

for some 
 D C�1
CC1

< 1.
Apply Lemma 4.19 below with � chosen such that ˛ D .1��/ log 
= log � <

�ı. We obtain

!.�/ � C�˛
�
!

�
1

2

�
C kf kLq.B1/

�
for any � 2 .0; 1

2
�:

While Theorem 4.14 implies

!

�
1

2

�
� C

��Z

B1

u2
�1=2

C kf kLq.B1/

�
:

�
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92 4. WEAK SOLUTIONS, PART II

LEMMA 4.19 Let ! and � be nondecreasing functions in an interval .0;R�. Sup-
pose there holds for all r � R

!.� r/ � 
!.r/C �.r/

for some 0 < 
; � < 1. Then for any � 2 .0; 1/ and r � R we have

!.r/ � C

��
r

R

�˛
!.R/C �.r�R1��/

�

where C D C.
; �/ and ˛ D ˛.
; �; �/ are positive constants. In fact, ˛ D
.1 � �/ log 
= log � .

PROOF: Fix some number r1 � R. Then for any r � r1 we have

!.� r/ � 
!.r/C �.r1/

since � is nondecreasing. We now iterate this inequality to get for any positive
integer k

!.�kr1/ � 

k!.r1/C �.r1/

k�1X
iD0


 i � 
k!.R/C
�.r1/

1 � 

:

For any r � r1 we choose k in such a way that

�kr1 < r � �
k�1r1:

Hence we have

!.r/ � !.�k�1r1/ � 

k�1!.R/C

�.r1/

1 � 

�
1




�
r

r1

� log�
log�

!.R/C
�.r1/

1 � 

:

Now let r1 D r�R1��. We obtain

!.r/ �
1




�
r

R

�.1��/ log�
log�

!.R/C
�.r�R1��/

1 � 

:

This finishes the proof. �
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4.5. NONLINEAR EQUATIONS 93

COROLLARY 4.20 (Liouville Theorem) Suppose u is a solution to a homogeneous
equation in Rn Z

Rn

aijDiuDj' D 0 for any ' 2 H 1
0 .R

n/:

If u is bounded, then u is a constant.

PROOF: We showed that there exists a 
 < 1 such that

!.r/ � 
!.2r/:

By iteration we have

!.r/ � 
k!.2kr/! 0 as k !1

since !.2kr/ � C if u is bounded. Hence for any r > 0, !.r/ D 0. �

4.5. Nonlinear Equations

Up to now, we have been discussing linear equations of the form

�Dj .aij .x/Diu/ D f .x/ in B1:

It is natural to ask how they generalize to nonlinear equations. To answer this
question, let us consider the equation for a solution v with the form

v.x/ D ˆ.u.x//

for some smooth function ˆ W R ! R with ˆ0 ¤ 0. Any estimates for u can be
translated to those for v. To find the equation for v, we write

u D ‰.v/

with ‰ D ˆ�1. Then by setting � D ‰0.v/� for � 2 C10 .B1/ we haveZ
aijDiuDj � D

Z
aij‰

0.v/DivDj �

D

Z
aijDivDj� �

Z
‰00.v/

‰0.v/
aijDivDj v�:

Therefore, if u is a solutionZ
aijDiuDj � D

Z
f .x/� for any � 2 H 1

0 .B1/;

then v satisfiesZ
aijDivDj� D

Z �
‰00.v/

‰0.v/
aijDivDj v C

1

‰0.v/
f

�
� for any � 2 C10 .B1/:

Note that the nonlinear term has quadratic growth in terms of Dv. Hence we
may extend the space of test functions to H 1

0 .B1/ \ L
1.B1/. It turns out that

H 1.B1/\L
1.B1/ is also the right space for the solution. The following example

illustrates that the boundedness of solutions is essential:
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94 4. WEAK SOLUTIONS, PART II

EXAMPLE. Consider the equation��u D jDuj2 in the ballBR.0/ in R2 with
R < 1. It is easy to check that u.x/ D log log jxj�1 � log logR�1 2 H 1.BR.0//

is a weak solution with zero boundary data. Note that u.x/ � 0 is also a solution.

In this section we always assume aij 2 L1.B1/ satisfies


j�j2 � aij .x/�i�j � ƒj�j
2 for any x 2 B1; � 2 Rn;

for some positive constants 
 and ƒ. We consider the nonlinear equation of the
form

(�)
Z
aij .x/DiuDj' D

Z
b.x; u;Du/' for any ' 2 H 1

0 .B1/ \ L
1.B1/:

We say the nonlinear term b satisfies the natural growth condition if

jb.x; u; p/j � C.u/.f .x/C jpj2/ for any .x; u; p/ 2 B1 	R 	Rn

for some constant C.u/ depending only on u and f 2 Lq.B1/ for some q � 2n
nC2

.
We always assume

u 2 H 1.B1/ \ L
1.B1/:

LEMMA 4.21 Suppose u 2 H 1.B1/ is a nonnegative solution of (�) with juj �M
in B1 and that b satisfies the natural growth condition with f .x/ 2 Lq.B1/ for
some q > n

2
. Then for any BR � B1 there holds

sup
BR=2

u � C

�
inf
BR=2

uCR2�
n
q

�Z

BR

jf jq
� 1
q
�

where C is a positive constant depending only on n, 
, ƒ, M , and q.

PROOF: Let v D 1
˛
.e˛u�1/ for some ˛ > 0. Then for ' 2 H 1

0 .B1/\L
1.B1/

with ' � 0 there holdsZ
aijDivDj' D

Z
aij e

˛uDiuDj'

D

Z
aijDiuDj .e

˛u'/ � ˛

Z
aij e

˛uDiuDju'

D

Z
b.x; u;Du/e˛u' � ˛

Z
aij e

˛uDiuDju'

� C.M/

Z
.f .x/C jDuj2/e˛u' � ˛


Z
jDuj2e˛u':

Hence by taking ˛ large we have

(4.16)

Z
aijDivDj' � C

Z
f .x/'

for any ' 2 H 1
0 .B1/ \ L

1.B1/ with ' � 0
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4.5. NONLINEAR EQUATIONS 95

for some positive constant C depending only on n, 
, ƒ, and M . Observe that u
and v are compatible. Therefore by Theorem 4.14 we obtain for any p > 0

sup
BR=2

u � C.M; ˛/ sup
BR=2

v � C

��
1

Rn

Z

BR

vp
� 1
p

CR2�
n
q

�Z

BR

f q
� 1
q
�

� C

��
1

Rn

Z

BR

up
� 1
p

CR2�
n
q

�Z

BR

f q
� 1
q
�
:

For the lower bound, we let w D 1
˛
.1�e�˛u/. As before, by choosing ˛ > 0 large

we haveZ
aijDiwDj' � C

Z
f .x/' for any ' 2 H 1

0 .B1/ \ L
1.B1/ with ' � 0:

Hence by Theorem 4.15, we obtain for any p 2 .0; n
n�2

/

�
1

Rn

Z

BR

up
� 1
p

� C

�
inf
BR=2

uCR2�
n
q

�Z

BR

f q
� 1
q
�
:

Combining the above inequalities we prove Lemma 4.21. �

REMARK 4.22. In estimate (4.16) in the above proof, take ' D .u CM/�2

for some � 2 C 10 .B1/. Then by the Hölder inequality we concludeZ
jDuj2�2 � C

� Z
.jD�j2 C jf j�2/

�

for some positive constant C depending only on n, 
, ƒ, and M . This implies
the interior L2-estimate of gradient Du in terms of these constants together with
kf kL1.B1/. This fact will be used in the proof of Theorem 4.24.

COROLLARY 4.23 Suppose u 2 H 1.B1/ is a bounded solution of (�) and that b
satisfies the natural growth condition with f .x/ 2 Lq.B1/ for some q > n

2
. Then

u 2 C ˛loc.B1/ with ˛ D ˛.n; 
;ƒ; q; jujL1/. Moreover, there holds

ju.x/ � u.y/j � C jx � yj˛ for any x; y 2 B1=2

where C is a positive constant depending only on n, 
, ƒ, q, jujL1.B1/, and
kf kLq.B1/.

PROOF: The proof is identical to that of Corollary 4.18 with Theorem 4.17
replaced by Lemma 4.21. �

THEOREM 4.24 Suppose u 2 H 1.B1/ is a bounded solution of (�) and that b
satisfies the natural growth condition with f 2 Lq.B1/ for some q > n. Assume
further that aij 2 C ˛.B1/ for ˛ D 1 � n

q
. Then Du 2 C ˛loc.B1/. Moreover, there

holds
jDujC˛.B1=2/ � C.n; 
;ƒ; q; jujL1.B1/; kf kLq.B1//:
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96 4. WEAK SOLUTIONS, PART II

PROOF: We only need to prove Du 2 L1loc. Then the Hölder continuity is
implied by Theorem 3.13. For any Br .x0/ � B1 solve for w such thatZ

Br .x0/

aij .x0/DiwDj' D 0 for any ' 2 H 1
0 .Br.x0//

with w � u 2 H 1
0 .Br.x0//. Then the maximum principle implies

inf
Br .x0/

u � w � sup
Br .x0/

u in Br.x0/

or

(4.17) sup
Br .x0/

ju � wj � oscBr .x0/ u:

By Lemma 3.10, we have for any 0 < � � r ,

(4.18)
Z

B�.x0/

jDuj2 � c

��
�

r

�n Z

Br .x0/

jDuj2 C

Z

Br .x0/

jD.u � w/j2
�

and

(4.19)
Z

B�.x0/

jDu � .Du/x0;�j
2 �

c

��
�

r

�nC2 Z

Br .x0/

jDu � .Du/x0;r j
2 C

Z

Br .x0/

jD.u � w/j2
�
:

Note that the function v D u � w 2 H 1
0 .Br.x0// satisfies

Z

Br .x0/

aij .x0/DivDj' D

Z

Br .x0/

b.x; u;Du/'

C

Z

Br .x0/



aij .x0/ � aij .x/

�
DiuDj';

' 2 H 1
0 .Br.x0// \ L

1.Br.x0//:

Taking ' D v and using the Sobolev inequality we obtain
Z

Br .x0/

jDvj2 � C

� Z

Br .x0/

jDuj2jvj C r2˛
Z

Br .x0/

jDuj2 C rnC2˛kf k2Lq.B1/

�
:

Hence with (4.17) we conclude

(4.20)
Z

Br .x0/

jDvj2 � C

�

r2˛ C oscBr .x0/ u

� Z

Br .x0/

jDuj2 C rnC2˛kf k2Lq

�
:

Licensed to Univ of Calif, San Diego.  Prepared on Sat Jun 23 20:15:33 EDT 2018for download from IP 137.110.192.40/138.253.100.86.

License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



4.5. NONLINEAR EQUATIONS 97

Corollary 4.2 implies u 2 C ı0 for some ı0 > 0. Therefore we have by (4.18) and
(4.20)Z

B�.x0/

jDuj2 � C

���
�

r

�n
C r2˛ C rı0

� Z

Br .x0/

jDuj2 C rnC2˛kf k2Lq

�
:

By Lemma 3.4 we obtain that for any ı < 1 there holds for any Br.x0/ � B7=8Z

Br .x0/

jDuj2 � Crn�2C2ı
� Z

B7=8

jDuj2 C kf k2Lq.B1/

�
:

This implies u 2 C ıloc for any ı < 1. Moreover, for any Br.x0/ � B3=4 there holds

oscBr .x0/ u � Cr
ı

where C is some positive constant depending only on n, 
, ƒ, q, jujL1.B1/, and
kf kLq.B1/, by Remark 4.22. With (4.20) we have for any Br.x0/ � B2=3Z

Br .x0/

jDvj2 � C

�
.r2˛ C rı/rn�2C2ı

Z

B7=8

jDuj2 C rnC2˛kf k2Lq

�

� CrnC2˛
0

for some ˛0 < ˛ if ı 2 .0; 1/ is chosen such that 3ı > 2 and ˛ C ı > 1. Hence
with (4.19) we obtain for any Br.x0/ � B 2

3
and any 0 < � � r

Z

B�.x0/

jDu � .Du/x0;�j
2 � C

��
�

r

�nC2 Z

Br .x0/

jDu � .Du/x0;r j
2 C rnC2˛

0

�
:

By Lemma 3.4 and Theorem 3.1 we again conclude that Du 2 C ˛
0

loc for some
˛0 < ˛, in particular Du 2 L1loc. This finishes the proof. �
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CHAPTER 5

Viscosity Solutions

5.1. Guide

In this chapter we generalize the notion of classical solutions to viscosity solu-
tions and study their regularities. We define viscosity solutions by comparing them
with quadratic polynomials and thus remove the requirement that solutions be at
least C 2. The main tool for studying viscosity solutions is the maximum principle
due to Alexandroff. We first generalize such maximum principles to viscosity so-
lutions and then use the resulting estimate to discuss the regularity theory. We use
it to control the distribution functions of solutions and obtain the Harnack inequal-
ity, and hence C ˛ regularity, which generalizes a result by Krylov and Safonov.
We also use it to approximate solutions in L1 by quadratic polynomials and get
Schauder .C 2;˛/-estimates. The methods are basically nonlinear in the sense that
they do not rely on differentiating equations. This implies that the results obtained
in this way may apply to general fully nonlinear equations, although in this chapter
we focus only on linear equations.

Here we only try to explain a few basic ideas in obtaining estimates for viscos-
ity solutions. Students should read the book [4] for further developments.

5.2. Alexandroff Maximum Principle

We begin this section with the definition of viscosity solutions. This very weak
concept of solutions enables us to define a class of functions containing all classical
solutions of linear and nonlinear elliptic equations with fixed ellipticity constants
and bounded measurable coefficients.

Suppose that� is a bounded and connected domain in Rn and that aij 2 C.�/
satisfies


j�j2 � aij .x/�i�j � ƒj�j
2 for any x 2 � and any � 2 Rn

for some positive constants 
 and ƒ. Consider the operator L in � defined by

Lu � aij .x/Diju for u 2 C 2.�/.

Suppose u 2 C 2.�/ is a supersolution in �, that is, Lu � 0. Then for any
' 2 C 2.�/ with L' > 0 we have

L.u � '/ < 0 in �:

This implies by the maximum principle that u� ' cannot have local interior mini-
mums in �. In other words if u � ' has a local minimum at x0 2 �, there holds

L'.x0/ � 0:

99
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100 5. VISCOSITY SOLUTIONS

Geometrically u � ' having a local minimum at x0 means that ' touches u from
below at x0 if we adjust ' appropriately by adding a constant. This suggests the
following definition. We assume f 2 C.�/.

DEFINITION 5.1 u 2 C.�/ is a viscosity supersolution (respectively, subsolution)
of

Lu D f in �

if for any x0 2 � and any function ' 2 C 2.�/ such that u�' has a local minimum
(respectively, maximum) at x0 there holds

L'.x0/ � f .x0/ .respectively, L'.x0/ � f .x0//:

We say that u is a viscosity solution if it is a viscosity subsolution and a vis-
cosity supersolution.

REMARK 5.2. By approximation we may replace the C 2-function ' by a qua-
dratic polynomial Q.

REMARK 5.3. The above analysis shows that a classical supersolution is a
viscosity supersolution. It is straightforward to prove that a C 2 viscosity super-
solution is a classical supersolution. Similar statements hold for subsolutions and
solutions.

REMARK 5.4. The notion of viscosity solutions can be generalized to nonlin-
ear equations accordingly.

Now we define in a weak way the class of “all solutions to all elliptic equa-
tions.” For any function ' that is C 2 at x0, we have the following equivalence:

nX
i;jD1

aij .x0/Dij'.x0/ � 0

”

nX
kD1

˛kek � 0 with 
 � ˛k � ƒ; ek D ek.D
2'.x0//

”
X
ei>0

˛iei C
X
ei<0

˛iei � 0

”
X
ei>0

˛iei �
X
ei<0

˛i .�ei /;

which implies



X
ei>0

ei � ƒ
X
ei<0

.�ei /

where e1; : : : ; en are eigenvalues of the Hessian matrix D2'.x0/. This means that
positive eigenvalues of D2'.x0/ are controlled by negative eigenvalues.

DEFINITION 5.5 Suppose f is a continuous function in� and that 
 andƒ are two
positive constants. We define u 2 C.�/ to belong to SC.
;ƒ; f / (respectively,
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5.2. ALEXANDROFF MAXIMUM PRINCIPLE 101

S�.
;ƒ; f /) if for any x0 2 � and any function ' 2 C 2.�/ such that u � ' has
a local minimum (respectively, maximum) at x0 there holds



X
ei>0

ei .x0/Cƒ
X
ei<0

ei .x0/ � f .x0/

�
respectively, ƒ

X
ei>0

ei .x0/C 

X
ei<0

ei .x0/ � f .x0/

�

where e1.x0/; : : : ; en.x0/ are eigenvalues of the Hessian matrix D2'.x0/.
We denote S.
;ƒ; f / D SC.
;ƒ; f / \ S�.
;ƒ; f /.
REMARK 5.6. Any viscosity supersolutions of

aijDiju D f in �

belong to the class SC.
;ƒ; f / where there holds


j�j2 � aij .x/�i�j � ƒj�j
2 for any x 2 � and any � 2 Rn:

The class SC.
;ƒ; f / and S�.
;ƒ; f / also include solutions to fully non-
linear equations. Among them are the Pucci equations.

EXAMPLE. For any two positive constants 
 � ƒ let A be a symmetric matrix
whose eigenvalues belong to Œ
;ƒ�, that is, 
j�j2 � Aij �i�j � ƒj�j2 for any
� 2 Rn. Let A�;ƒ denote the class of all such matrices. For any symmetric
matrix M we define the Pucci extremal operators

M�.M/ DM�.
;ƒ;M/ D inf
A2A�;ƒ

AijMij ;

MC.M/ DMC.
;ƒ;M/ D sup
A2A�;ƒ

AijMij :

Pucci’s equations are given by

M�.
;ƒ;M/ D f; MC.
;ƒ;M/ D g;

for continuous functions f and g in �. It is easy to see that

M�.
;ƒ;M/ D 

X
ei>0

ei Cƒ
X
ei<0

ei ;

MC.
;ƒ;M/ D ƒ
X
ei>0

ei C 

X
ei<0

ei ;

where e1; : : : ; en are eigenvalues of M . Therefore u 2 SC.
;ƒ; f / if and only if
M�.
;ƒ;D2u/ � f in the viscosity sense; that is, for any ' 2 C 2.�/ such that
u � ' has a local minimum at x0 2 � there holds

M�.
;ƒ;D2'.x0// � f .x0/:

By the definition of M� andMC it is easy to check that for any two symmetric
matricesM and N

M�.M/CM�.N / �M�.M CN/ �MC.M/CM�.N /

�MC.M CN/ �MC.M/CMC.N /:
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102 5. VISCOSITY SOLUTIONS

This property will be needed in Section 5.4.

Next we derive the Alexandroff maximum principle for viscosity solutions. It
replaces the energy inequality for solutions to equations of divergence forms. Let v
be a continuous function in an open convex set �. Recall that the convex envelope
of v in � is defined by

�.v/.x/ D sup
L

fL.x/ W L � v in �;L an affine functiong

for any x 2 �. It is easy to see that �.v/ is a convex function in �. The set
fv D �.v/g D fx 2 � W v.x/ D �.v/.x/g is called the (lower) contact set of v.
The points in the contact set are called contact points.

The following is the classical version of the Alexandroff maximum princi-
ple. We do not require that functions be solutions to elliptic equations. See
Lemma 2.24.

LEMMA 5.7 Suppose u is a C 1;1-function in B1 with u � 0 on @B1. Then there
holds

sup
B1

u� � c.n/

� Z

B1\fuD�ug

detD2u

� 1
n

where �u is the convex envelope of �u� D minfu; 0g.

Now we state the viscosity version.

THEOREM 5.8 Suppose u belongs to SC.
;ƒ; f / in B1 with u � 0 on @B1 for
some f 2 C.�/. Then there holds

sup
B1

u� � c.n; 
;ƒ/

� Z

B1\fuD�ug

.f C/n
� 1
n

where �u is the convex envelope of �u� D minfu; 0g.

PROOF: We will prove that �u is a C 1;1-function in B1 and that at contact
point x0 there hold

(5.1) f .x0/ � 0

and

(5.2) L.x/ � �u.x/ � L.x/C C ff .x0/C ".x/gjx � x0j
2

for some affine function L and any x close to x0, where ".x/ ! 0 as x ! x0
and C is a positive constant depending only on n, 
, and ƒ. We obtain by (5.2)

detD2�u.x/ � C.n; 
;ƒ/


f .x/

�n
for a.e. x 2 fu D �ug:

We may apply Lemma 5.7 to function �u to get the result.
Suppose x0 is a contact point, that is, u.x0/ D �u.x0/. We may assume

x0 D 0. We also assume, by subtracting a supporting plane at x0 D 0, that u � 0
in B1 and that u.0/ D 0.
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5.2. ALEXANDROFF MAXIMUM PRINCIPLE 103

In order to prove (5.1) we take h.x/ D �"jxj2=2 in B1. Obviously u�h has a
minimum at 0. Note that the eigenvalues of D2h.0/ are �"; : : : ;�". By definition
of SC.
;ƒ; f / we have

�nƒ" � f .0/:

By letting "! 0 we get (5.1).
For estimate (5.2) we will prove

0 � �u.x/ � C.n; 
;ƒ/ff .0/C ".x/gjxj
2 for x 2 B1

where ".x/! 0 as x ! 0. By setting w D �u we need to estimate for any small
r > 0

Cr D
1

r2
max
Br

w:

Fix r > 0. By convexity w attains its maximum in xBr at some point on the
boundary, say, .0; : : : ; 0; r/. The set fx 2 B1 W w.x/ � w.0; : : : ; 0; r/g is convex
and contains Br . It follows easily that

w.x0; r/ � w.0; : : : ; 0; r/ D Crr
2 for any x D .x0; r/ 2 B1:

Take a positive number N to be determined. Set

Rr D f.x
0; xn/ W jx

0j � Nr; jxnj � rg:

We will construct a quadratic polynomial that touches u from below in Rr and
curves upward very much. Set for some b > 0

h.x/ D .xn C r/
2 � bjx0j2:

Then we have

(i) for xn D �r , h � 0;
(ii) for jx0j D Nr , h � .4 � bN 2/r2 � 0 if we take b D 4=N 2;

(iii) for xn D r , h D 4r2 � bjx0j2 � 4r2.

Hence if we set

zh.x/ D
Cr

4
h.x/ D

Cr

4

�
.xn C r/

2 �
4

N 2
jx0j2

�

we obtain zh � w � u on @Rr (since w is the convex envelope of u) and zh.0/ D
Crr

2=4 > 0 D w.0/ D u.0/. By lowering zh appropriately we conclude that u� zh
has a local minimum somewhere insideRr . Note the eigenvalues ofD2zh are given
by Cr=2;�2Cr=N 2; : : : ;�2Cr=N

2. Hence by definition of SC.
;ƒ; f /we have



Cr

2
� 2ƒ.n � 1/

Cr

N 2
� max

Rr
f:

By choosing N large, depending only on n, 
, and ƒ, we obtain

Cr �
4



max
Rr

f or max
Br

w �
4



r2 max

Rr
f:

Note maxRr f ! f .0/ as r ! 0. This finishes the proof. �
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104 5. VISCOSITY SOLUTIONS

We end this section with a simple consequence of Calderon-Zygmund decom-
position. We first recall some terminology. Let Q1 be the unit cube. Cut it equally
into 2n cubes, which we take as the first generation. Do the same cutting for these
small cubes to get the second generation. Continue this process. These cubes (from
all generations) are called dyadic cubes. Any .k C 1/-generation cube Q comes
from some k-generation cube zQ, which is called the predecessor of Q.

LEMMA 5.9 Suppose measurable sets A � B � Q1 have the following proper-
ties:

(i) jAj < ı for some ı 2 .0; 1/I
(ii) for any dyadic cube Q, jA \Qj � ıjQj implies zQ � B for the prede-

cessor zQ of Q.

Then there holds jAj � ıjBj:

PROOF: Apply Calderon-Zygmund decomposition (Lemma 3.7) to f D �A.
We obtain, by assumption (i), a sequence of dyadic cubes fQj g such that

A �
[
j

Qj except for a set of measure 0;

ı �
jA \Qj j

jQj j
< 2nı;

jA \ zQj j

j zQj j
< ı;

for any predecessor zQj of Qj . By assumption (ii) we have zQj � B for each j .
Hence we obtain

A � [j zQ
j � B:

We relabel f zQj g so that they are nonoverlapping. Therefore we get

jAj �
X
i

jA \ zQi j � ı
X
i

j zQi j � ıjBj:

�

5.3. Harnack Inequality

The main result in this section is the following Harnack inequality.

THEOREM 5.10 Suppose u belongs to S.
;ƒ; f / in B1 with u � 0 in B1 for
some f 2 C.B1/. Then there holds

sup
B1=2

u � C
˚

inf
B1=2

uC kf kLn.B1/
�

where C is a positive constant depending only on n, 
, and ƒ.

The interior Hölder continuity of solutions is a direct consequence, whose
proof is identical to that of Corollary 4.18.
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5.3. HARNACK INEQUALITY 105

COROLLARY 5.11 Suppose u belongs to S.
;ƒ; f / in B1 for some f 2 C.B1/.
Then u 2 C ˛.B1/ for some ˛ 2 .0; 1/ depending only on n, 
, and ƒ. Moreover,
there holds

ju.x/ � u.y/j � C jx � yj˛
˚

sup
B1

juj C kf kLn.B1/
�

for any x; y 2 B1=2

where C D C.n; 
;ƒ/ is a positive constant.

For convenience we work in cubes instead of balls. We will prove the following
result.

LEMMA 5.12 Suppose u belongs to S.
;ƒ; f / in Q4
p
n with u � 0 in Q4

p
n for

some f 2 C.Q4
p
n/. Then there exist two positive constants "0 and C , depending

only on n, 
, andƒ, such that if infQ1=4 u � 1 and kf kLn.Q4pn/ � "0 there holds
supQ1=4 u � C .

Theorem 5.10 easily follows from Lemma 5.12. For u 2 S.
;ƒ; f / in Q4
p
n

with u � 0 in Q4
p
n, consider

uı D
u

infQ1=4 uC ı C
1
"0
kf kLn.Q4pn/

for ı > 0.

We apply Lemma 5.12 to uı to get, after letting ı ! 0,

sup
Q1=4

u � C
˚

inf
Q1=4

uC kf kLn.Q4pn/
�
:

Then Theorem 5.10 follows by a standard covering argument.
Now we begin to prove Lemma 5.12. The following result is the key ingredient.

It claims that if the solution is small somewhere in Q3 then it is under control in a
good portion of Q1.

LEMMA 5.13 Suppose u belongs to SC.
;ƒ; f / inB2
p
n for some f 2 C.B2

p
n/.

Then there exist constants "0 > 0, � 2 .0; 1/, and M > 1, depending only on n,

, and ƒ, such that if

(5.3) u � 0 in B2
p
n; inf

Q3
infu � 1; kf kLn.B2pn/ � "0;

there holds
jfu �M g \Q1j > �:

PROOF: We will construct a function g, which is very concave outside Q1,
such that if we correct u by g the contact set occurs in Q1. In other words, we
localize where contact occurs by choosing suitable functions.

Note B1=4 � B1=2 � Q1 � Q3 � B2
p
n. Define g in B2

p
n by

g.x/ D �M

�
1 �
jxj2

4n

�ˇ

for large ˇ > 0 to be determined and some M > 0. We choose M , according to
ˇ, such that

(5.4) g D 0 on @B2
p
n and g � �2 in Q3:
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106 5. VISCOSITY SOLUTIONS

Set w D uC g in B2
p
n. We will show by choosing ˇ large that

(5.5) w 2 SC.
;ƒ; f / in B2
p
n nQ1:

Suppose ' is a quadratic polynomial with the property that w � ' has a local
minimum at x0 2 B2

p
n. Then u � .' � g/ has a local minimum at x0 2 B2

p
n.

By definitions of SC.
;ƒ; f / and the Pucci extremal operator M� we have

M�.
;ƒ;D2'.x0/ �D
2g.x0// � f .x0/

or

M�.
;ƒ;D2'.x0//CM�.
;ƒ;�D2g.x0// � f .x0/

where we used the property of M�. We will choose ˇ large such that

M�.
;ƒ;�D2g.x0// � 0 for any x0 2 B2
p
n n B1=4:

We need to calculate the Hessian matrix of g. Note

Dijg.x/ D
M

2n
ˇ

�
1 �
jxj2

4n

�ˇ�1
ıij �

M

.2n/2
ˇ.ˇ � 1/

�
1 �
jxj2

4n

�ˇ�2
xixj :

If we choose x D .jxj; 0; : : : ; 0/ then the eigenvalues of �D2g.x/ are given by

M

2n
ˇ

�
1 �
jxj2

4n

�ˇ�2�2ˇ � 1
4n
jxj2 � 1

�
with multiplicity 1;

�
M

2n
ˇ

�
1 �
jxj2

4n

�ˇ�1
with multiplicity n � 1.

We choose ˇ large such that for jxj � 1
4

the first eigenvalue is positive and the
rest negative, denoted by eC.x/ and e�.x/, respectively. Therefore for jxj � 1

4
we

have

M�.
;ƒ;�D2g.x//

D 
eC.x/C .n � 1/ƒe�.x/

D
M

2n
ˇ

�
1 �
jxj2

4n

�ˇ�2�



�
2ˇ � 1

4n
jxj2 � 1

�
� .n � 1/ƒ

�
1 �
jxj2

4n

��

� 0

if we choose ˇ large, depending only on n, 
, and ƒ. This finishes the proof of
(5.5). In fact, we obtain

w 2 SC.
;ƒ; f C �/ in B2
p
n

for some � 2 C10 .Q1/ and 0 � � � C.n; 
;ƒ/.
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5.3. HARNACK INEQUALITY 107

We may apply Theorem 5.8 to w in B2
p
n. Note infQ3 w � �1 and w � 0 on

@B2
p
n by (5.3) and (5.4). We obtain

1 � C

� Z

B2
p

n\fwD�wg

.jf j C �/n
� 1
n

� Ckf kLn.B2pn/ C C jfw D �wg \Q1j
1
n :

Choosing "0 small enough we get

1

2
� C jfw D �wg \Q1j

1
n � C jfu �M g \Q1j

1
n

since w.x/ D �w.x/ implies w.x/ � 0 and hence u.x/ � �g.x/ � M . This
finishes the proof. �

Next we prove the power decay of distribution functions.

LEMMA 5.14 Let u belong to SC.
;ƒ; f / in B2
p
n for some f 2 C.B2

p
n/.

Then there exist positive constants "0, ", and C , depending only on n, 
, and ƒ,
such that if

(5.6) u � 0 in B2
p
n; inf

Q3
infu � 1; kf kLn.B2pn/ � "0;

there holds
jfu � tg \Q1j � Ct

�" for t > 0:

PROOF: We will prove that under assumption (5.6) there holds

(5.7) jfu > M kg \Q1j � .1 � �/
k for k D 1; 2; : : : ;

where M and � are as in Lemma 5.13.
For k D 1, (5.7) is just Lemma 5.13. Suppose now (5.7) holds for k � 1. Set

A D fu > M kg \Q1; B D fu > M k�1g \Q1:

We will use Lemma 5.9 to prove that

(5.8) jAj � .1 � �/jBj:

Clearly A � B � Q1 and jAj � jfu > M g \Q1j � 1 � � by Lemma 5.13. We
claim that if Q D Qr .x0/ is a cube in Q1 such that

(5.9) jA \Qj > .1 � �/jQj

then zQ \Q1 � B for zQ D Q3r.x0/.
We prove it by contradiction. Suppose not. We may take zx 2 zQ such that

u.zx/ �M k�1. Consider the transformation

x D x0Cry for y 2 Q1 and x 2 Q D Qr.x0/

and the function

zu.y/ D
1

M k�1
u.x/:
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108 5. VISCOSITY SOLUTIONS

Then zu � 0 in B2
p
n and infQ3 zu � 1. It is easy to check that zu 2 SC.
;ƒ; zf / in

B2
p
n with k zf kLn.B2pn/ � "0. In fact, we have

zf .y/ D
r2

M k�1
f .x/ for y 2 B2

p
n

and hence

k zf kLn.B2pn/ �
r

M k�1
kf kLn.B2pn/ � kf kLn.B2pn/ � "0:

Hence zu satisfies assumption (5.6). We may apply Lemma 5.13 to zu to get

� < jfzu.y/ �M g \Q1j D r
�njfu.x/ �M kg \Qj:

Hence jQ \ Acj > �jQj, which contradicts (5.9). We are in a position to apply
Lemma 5.9 to get (5.8). �

PROOF OF LEMMA 5.12: We prove that there exist two constants � > 1 and
M0 
 1, depending only on n, 
, and ƒ, such that if u.x0/ D P > M0 for some
x0 2 B1=4 there exists a sequence fxkg 2 B1=2 such that

u.xk/ � �
kP for k D 0; 1; : : : :

This contradicts the boundedness of u, hence we conclude that supB1=4 u �M0.
Suppose u.x0/ D P > M0 for some x0 2 B1=4. We will determine M0

and � in the process. Consider a cube Qr .x0/, centered at x0 with side length r ,
which will be chosen later. We want to find a point x1 2 Q4

p
nr .x0/ such that

u.x1/ � �P . To do that we first choose r such that fu > P
2
g covers less than half

of Qr .x0/. This can be done by using the power decay of the distribution function
of u.

Note infQ3 u � infQ1=4 u � 1. Hence Lemma 5.14 implies
ˇ̌
ˇ̌
�
u >

P

2

�
\Q1

ˇ̌
ˇ̌ � C

�
P

2
/�":

We choose r such that r
n

2
� C.P

2
/�" and r � 1

4
. Hence we have, for such r ,

Qr.x0/ � Q1 and

(5.10)
1

jQr .x0/j

ˇ̌
ˇ̌
�
u >

P

2

�
\Qr.x0/

ˇ̌
ˇ̌ � 1

2
:

Next we show that for � > 1, with � � 1 small, u � �P at some point in
Q4
p
nr .x0/. We prove it by contradiction. Suppose u � �P in Q4

p
nr.x0/. Con-

sider the transformation

x D x0Cry for y 2 Q4
p
n and x 2 Q4

p
nr.x0/

and the function

zu.y/ D
�P � u.x/

.� � 1/P
:
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5.3. HARNACK INEQUALITY 109

Obviously zu � 0 in B2
p
n and zu.0/ D 1, hence infQ3 zu � 1. It is easy to check

that zu 2 SC.
;ƒ; zf / in B2
p
n with k zf kLn.B2pn/ � "0. In fact, we have

zf .y/ D �
r2

.� � 1/P
f .x/ for y 2 B2

p
n

and hence

k zf kLn.B2pn/ �
r

.� � 1/P
kf kLn.B2pnr .x0// � "0

if we choose P such that r � .� � 1/P . Hence we may apply Lemma 5.13 to zu.
Note that u.x/ � P

2
if and only if zu.y/ � ��1=2

��1
and that ��1=2

��1
is large if � is

close to 1. So we obtain

1

jQr .x0/j

ˇ̌
ˇ̌
�
u �

P

2

�
\Qr.x0/

ˇ̌
ˇ̌ D

ˇ̌
ˇ̌
�
zu �

� � 1
2

� � 1

�
\Q1

ˇ̌
ˇ̌

� C

�
� � 1

2

� � 1

��"
<
1

2

if � is chosen close to 1. This contradicts (5.10).
Hence we conclude that there exists a � D �.n; 
;ƒ/ > 1 such that if

u.x0/ D P for some x0 2 B1=4

then

u.x1/ � �P for some x1 2 Q4
p
nr .x0/ � B2nr.x0/

provided

C.n; 
;ƒ/P�
"
n � r � .� � 1/P:

So we need to choose P such that P � . C
��1

/n=.nC"/ and then take r D CP�"=n.
Now we may iterate the above result to get a sequence fxkg such that for any

k D 1; 2; : : : ;

u.xk/ � �
kP for some xk 2 B2nrk .xk�1/

where rk D C.�k�1P/�"=n D C��.k�1/"=nP�"=n. In order to have fxkg 2 B1=2
we need

P
2nrk <

1
4

. Hence we choose M0 such that

M
"=n
0 � 8nC

1X
kD1

��.k�1/
"
n and M0 �

�
C

� � 1

� n
nC"

and then take P > M0. This finishes the proof. �

In the rest of this section we prove a technical lemma concerning the second-
order derivatives of functions in S.
;ƒ; f /. Such results will be needed in the
discussion of W 2;p-estimates. First we introduce some terminology.
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110 5. VISCOSITY SOLUTIONS

Let � be a bounded domain and u be a continuous function in �. We define
for M > 0

G�M .u;�/ D
˚
x0 2 � W there exists an affine function L such that

L.x/ � M
2
jx � x0j

2 � u.x/ for x 2 �

with equality at x0
�
;

GCM .u;�/ D
˚
x0 2 � W there exists an affine function L such that

L.x/C M
2
jx � x0j

2 � u.x/ for x 2 �

with equality at x0
�
;

GM .u;�/ D G
C
M .u;�/ \G

�
M .u;�/:

We also define

A�M .u;�/ D � nG
�
M .u;�/;

ACM .u;�/ D � nG
C
M .u;�/;

AM .u;�/ D � nGM .u;�/:

In other words,G�M .u;�/ (respectively,GCM .u;�/) consists of points where there
is a concave (respectively, convex) paraboloid of opening M touching u from
below (respectively, above). Intuitively jAM .u;�/j behaves like the distribution
function of D2u. Hence for integrability of D2u we need to study the decay of
jAM .u;�/j.

LEMMA 5.15 Suppose that � is a bounded domain with B6
p
n � � and that u

belongs to SC.
;ƒ; f / inB6
p
n for some f 2 C.B6

p
n/. Then there exist positive

constants ı0, �, and C , depending only on n, 
, and ƒ, such that if juj � 1 in �
and kf kLn.B6pn/ � ı0 there holds

jA�t .u;�/ \Q1j � Ct
�� for any t > 0:

If, in addition, u 2 S.
;ƒ; f / in B6
p
n, then

jAt .u;�/ \Q1j � Ct
�� for any t > 0:

In the proof of Lemma 5.15 we need the maximal functions of local integrable
functions. For g 2 L1loc.R

n/ we define

m.g/.x/ D sup
r>0

1

jQr .x/j

Z

Qr .x/

jgj:

The maximal operator m is of weak type .1; 1/ and of strong type .p; p/ for 1 <
p � 1, that is,

jfx 2 Rn W m.g/.x/ � tgj �
c1.n/

t
kgkL1.Rn/ for any t > 0;

km.g/kLp.Rn/ � c2.n; p/kgkLp.Rn/ for 1 < p � 1:
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5.3. HARNACK INEQUALITY 111

Now we begin to prove Lemma 5.15. The following result is the key ingredient.
It claims that if u has a tangent paraboloid with opening 1 from below somewhere
in Q3, then the set where u has a tangent paraboloid from below with opening M
in Q1 is large. Compare it with Lemma 5.13.

LEMMA 5.16 Suppose that � is a bounded domain with B6
p
n � � and that u

belongs to SC.
;ƒ; f / in B6
p
n for some f 2 C.B6

p
n/. Then there exist con-

stants 0 < � < 1, ı0 > 0, and M > 1, depending only on n, 
, and ƒ, such that if
kf kLn.B6pn/ � ı0 and G�1 .u;�/ \Q3 ¤ ¿, then

jG�M .u;�/ \Q1j � 1 � �:

PROOF: Since G�1 .u;�/ \Q3 ¤ ¿, there is an affine function L1 such that

v � P1 in � with equality at some point in Q3

where

v.x/ D
u.x/

2n
C L1.x/ and P1.x/ D 1 �

jxj2

4n
:

This implies v � 0 in B2
p
n and infQ3 � 1. Then as in the proof of Lemma 5.13,

for w D v C g, where g is the function constructed in Lemma 5.13, we have

jfw D �wg \Q1j � 1 � �

for some � 2 .0; 1/ if ı0 is chosen small. Now we need to prove fw D �wg\Q1 �
G�M .u;�/ \Q1 for some M > 1. Let x0 2 fw D �wg \Q1 and take an affine
function L2 with L2 < 0 on @B2

p
n and

L2 � �w � v C g in B2
p
n with equality at x0:

It follows that

(5.11) P2 � L2 � g � v in B2
p
n with equality at x0

for a concave paraboloid P2 of opening M0 DM0.n; 
;ƒ/ > 0.
Next we prove P2 � v in� nB2

p
n. Note that P2 < �g D 0 D P1 on @B2

p
n

and that P2.x0/ D v.x0/ � P1.x0/ with x0 2 Q1 � B2
p
n. If we take M0 >

1
2n

,
then fP2 � P1 � 0g is convex. We conclude that P2 � P1 < 0 in Rn n B2

p
n.

Hence we have P2 � P1 � v in � n B2
p
n. By (5.11) and the definition of v, we

get x0 2 G�2nM0.u;�/ \Q1 with 2nM0 > 1. �

PROOF OF LEMMA 5.15: Recall B6
p
n � �,u 2 SC.
;ƒ; f / in B6

p
n and

(5.12) jujL1.�/ � 1; kf kLn.B6pn/ � ı0:

We will prove that there exist constantsM > 1 and 0 < 
 < 1, depending only on
n, 
, and ƒ, such that

jA�
Mk .u;�/ \Q1j � 


k for any k D 0; 1; : : : :
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112 5. VISCOSITY SOLUTIONS

Step 1. There exist constants M > 1 and 0 < � < 1 such that

(5.13) jG�M .u;�/ \Q1j � 1 � �:

It is easy to see that jujL1.�/ � 1 implies that

G�c.n/.u;�/ \Q3 ¤ ¿
for some constant c.n/ depending only on n. We may apply Lemma 5.15 to u=c.n/
to get (5.13). By a simple adjustment we may assume that ı0, M , and � in Step 1
are the same as those in Lemma 5.15.

Step 2. We extend f by 0 outside B6
p
n and set for k D 0; 1; : : : ;

A D A�
MkC1.u;�/ \Q1;

B D .A�
Mk .u;�/ \Q1/ [ fx 2 Q1 W m.f

n/.x/ � .c1M
k/ng;

for some c1 > 0 to be determined. Then there holds

jAj � � jBj

where M > 1 and 0 < � < 1 are as before. Recall that m.f n/ denotes the
maximal function of f n.

We prove this by Lemma 5.9. It is easy to see that jAj � � since we have
jG�
MkC1.u;�/ \Q1j � jG

�
M .u;�/ \Q1j � 1 � � by Step 1.

Next we claim that if Q D Qr.x0/ is a cube in Q1 such that

(5.14) jA�
MkC1.u;�/ \Qj D jA \Qj > � jQj;

then zQ \Q1 � B for zQ D Q3r.x0/.
We prove this by contradiction. Suppose not. We may take an zx such that

zx 2 G�
Mk .u;�/ \ zQ and sup

r>0

1

jQr.zx/j

Z

Qr .zx/

jf jn � .c1M
k/n:

Consider the transformation

x D x0Cry for y 2 Q1 and x 2 Q D Qr.x0/

and the function

zu.y/ D
1

r2M k
u.x/:

It is easy to check that B6
p
n �
z�, the image of� under the transformation above,

and that zu 2 SC.
;ƒ; zf / in B6
p
n with

zf .y/ D
1

M k
f .x/ for y 2 B6

p
n:

By the choice of zx we have

G�1 .zu;
z�/ \Q3 ¤ ¿:

Since B6
p
nr.x0/ � Q15

p
nr.zx/ there holds

k zf kLn.B6pn/ �
1

rM k
kf kLn.Q15pnr .zx// � c.n/c1 � ı0
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5.4. SCHAUDER ESTIMATES 113

if we take c1 small enough, depending only on n, 
, and ƒ.
Hence zu satisfies the assumption of Lemma 5.16 with � replaced by z�. We

may apply Lemma 5.16 to zu to get

jG�M .zu;
z�/ \Q1j � 1 � � or jG�

MkC1.u;�/ \Qj > .1 � �/jQj:

This contradicts (5.14). We are in a position to apply Lemma 5.9.

Step 3. We finish the proof of Lemma 5.15. Define for k D 0; 1; : : : ;

˛k D jA
�
Mk .u;�/ \Q1j;

ˇk D jfx 2 Q1 W m.f
n/.x/ � .c1M

k/ngj:

Then Step 2 implies ˛kC1 � �.˛kCˇk/ for any k D 0; 1; : : : . Hence by iteration
we have

˛k � �
k C

k�1X
iD0

�k�iˇi :

Since kf nkL1 � ı
n
0 and the maximal operator is of weak type (1, 1), we conclude

that
ˇk � c.n/ı

n
0 .c1M

k/�n D C.n; 
;ƒ/M�nk :

This implies
k�1X
iD0

�k�iˇi � C

k�1X
iD0

�k�iM�ni � Ck
k0

with 
0 D maxf�;M�ng < 1. Therefore we obtain for k large

˛k � �
k C Ck
k0 � .1C Ck/


k
0 � 


k

for some 
 D 
.n; 
;ƒ/ 2 .0; 1/.

This finishes the proof. �

REMARK 5.17. The polynomial decay of the function

�.t/ D jAt .u;�/ \Q1j

for u 2 S.
;ƒ; f / implies that D2u is Lp-integrable in Q1 for small p > 0

depending only on n, 
, and ƒ. In order to show the Lp-integrability for large p
we need to speed up the convergence in the proof of Lemma 5.15. We will discuss
W 2;p-estimates in Section 5.5.

5.4. Schauder Estimates

In this section we will prove the Schauder estimates for viscosity solutions.
Throughout this section we always assume that aij 2 C.B1/ satisfies


j�j2 � aij .x/�i�j � ƒj�j
2 for any x 2 B1 and any � 2 Rn

for some positive constants 
 and ƒ and that f is a continuous function in B1.
The following approximation result plays an important role in the discussion

of regularity theory.

Licensed to Univ of Calif, San Diego.  Prepared on Sat Jun 23 20:15:33 EDT 2018for download from IP 137.110.192.40/138.253.100.86.

License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



114 5. VISCOSITY SOLUTIONS

LEMMA 5.18 Suppose u 2 C.B1/ is a viscosity solution of

aijDiju D f in B1

with juj � 1 in B1. Assume for some 0 < " < 1
16

,

kaij � aij .0/kLn.B3=4/ � ":

Then there exists a function h 2 C. xB3=4/ with aij .0/Dijh D 0 inB3=4 and jhj � 1
in B3=4 such that

ju � hjL1.B1=2/ � C f"

 C kf kLn.B1/g

where C D C.n; 
;ƒ/ is a positive constant and 
 D 
.n; 
;ƒ/ 2 .0; 1/.

PROOF: Solve for h 2 C. xB3=4/ \ C1.B3=4/ such that

aij .0/Dijh D 0 in B3=4;

h D u on @B3=4:

The maximum principle implies jhj � 1 inB3=4. Note that u belongs to S.
;ƒ; f /
inB1. Corollary 5.11 implies that u 2 C ˛. xB3=4/ for some ˛ D ˛.n; 
;ƒ/ 2 .0; 1/
with the estimate

kukC˛. xB3=4/ � C.n; 
;ƒ/f1C kf kL
n.B1/g:

By Lemma 1.35 we have

khkC˛=2. xB3=4/ � CkukC˛. xB3=4/ � C.n; 
;ƒ/f1C kf kL
n.B1/g:

Since u � h D 0 on @B3=4 we get for any 0 < ı < 1
4

(5.15) ju � hjL1.@B3=4�ı/ � Cı
˛=2f1C kf kLn.B1/g:

We claim for any 0 < ı < 1

(5.16) jD2hjL1.B3=4�ı/ � Cı
˛=2�2f1C kf kLn.B1/g:

In fact, for any x0 2 B3=4�ı we apply interior C 2-estimate to h � h.x1/ in
Bı.x0/ � B3=4 for some x1 2 @Bı.x0/ and obtain

jD2h.x0/j � Cı
�2 sup

Bı.x0/

jh � h.x1/j � Cı
�2ı˛=2f1C kf kLn.B1/g:

Note that u � h is a viscosity solution of

aijDij .u � h/ D f � .aij � aij .0//Dijh � F in B3=4:

By Theorem 5.8 (the Alexandroff maximum principle) we have with (5.15) and
(5.16)

ju � hjL1.B3=4�ı/

� ju � hjL1.@B3=4�ı/ C CkF kLn.B3=4�ı/

� ju � hjL1.@B3=4�ı/

C C jD2hjL1.B3=4�ı/kaij � aij .0/kLn.B3=4/ C Ckf kLn.B1/

� C.ı˛=2 C ı˛=2�2"/f1C kf kLn.B1/g C Ckf kLn.B1/:
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5.4. SCHAUDER ESTIMATES 115

Take ı D "1=2 < 1
4

and then 
 D ˛
4

. This finishes the proof. �
For the next result we need to introduce the following concept.

DEFINITION 5.19 A function g is Hölder-continuous at 0 with exponent ˛ in the
Ln sense if

Œg�C˛
Ln
.0/ � sup

0<r<1

1

r˛

�
1

jBr j

Z

Br

jg � g.0/jn
� 1
n

<1:

Now we state the Schauder estimates.

THEOREM 5.20 Suppose u 2 C.B1/ is a viscosity solution of

aijDiju D f in B1:

Assume faij g is Hölder-continuous at 0 with exponent ˛ in the Ln sense for some
˛ 2 .0; 1/. If f is Hölder-continuous at 0 with exponent ˛ in the Ln-sense, then u
is C 2;˛ at 0: Moreover, there exists a polynomial P of degree 2 such that

ju � P jL1.Br .0// � C�r
2C˛ for any 0 < r < 1;

jP.0/j C jDP.0/j C jD2P.0/j � C�;

C� � C fjujL1.B1/ C jf .0/j C Œf �C˛Ln
.0/g

where C is a positive constant depending only on n, 
, ƒ, ˛, and Œaij �C˛
Ln
.0/.

PROOF: First we assume f .0/ D 0. For that we may consider v D u �

bijxixjf .0/=2 for some constant matrix fbij g such that aij .0/bij D 1. By scaling
we also assume that Œaij �C˛

Ln
.0/ is small. Next by considering for ı > 0

u

jujL1.B1/ C
1
ı
Œf �C˛

Ln
.0/

we may assume jujL1.B1/ � 1 and Œf �C˛
Ln
.0/ � ı.

In the following we prove that there is a constant ı > 0, depending only on n,

, ƒ, and ˛, such that if u 2 C.B1/ is a viscosity solution of

aijDiju D f in B1

with

jujL1.B1/ � 1; Œaij �C˛
Ln
.0/ � ı;

�
1

jBr j

Z

Br

jf jn
� 1
n

� ır˛ for any 0 < r < 1;

then there exists a polynomial P of degree 2 such that

ju � P jL1.Br .0// � Cr
2C˛ for any 0 < r < 1(5.17)

and

jP.0/j C jDP.0/j C jD2P.0/j � C(5.18)

for some positive constant C depending only on n, 
, ƒ, and ˛.
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116 5. VISCOSITY SOLUTIONS

We claim that there exist 0 < � < 1, depending only on n, 
, ƒ, and ˛, and a
sequence of polynomials of degree 2

Pk.x/ D ak C bk � x C
1

2
xT Ckx

such that for any k D 0; 1; : : : ;

aij .0/DijPk D 0; ju � PkjL1.B
	k
/ � �

k.2C˛/;(5.19)

jak � ak�1j C �
k�1jbk � bk�1j C �

2.k�1/jCk � Ck�1j

� C�.k�1/.2C˛/
(5.20)

where P0 D P�1 � 0 and C is a positive constant depending only on n, 
, ƒ,
and ˛.

We first prove that Theorem 5.20 follows from (5.19) and (5.20). It is easy to
see that ak , bk , and Ck converge and that the limiting polynomial

p.x/ D a1 C b1 � x C
1

2
xT C1x

satisfies

jPk.x/ � p.x/j � C fjxj
2�˛k C jxj�.˛C1/k C �.˛C2/kg � C�.2C˛/k

for any jxj � �k . Hence we have for jxj � �k

ju.x/ � p.x/j � ju.x/ � Pk.x/j C jPk.x/ � p.x/j � C�
.2C˛/k;

which implies that

ju.x/ � p.x/j � C jxj2C˛ for any x 2 B1:

Now we prove (5.19) and (5.20). Clearly (5.19) and (5.20) hold for k D 0.
Assume they hold for k D 0; 1; : : : ; l . We prove for k D l C 1. Consider the
function

zu.y/ D
1

�l.2C˛/
.u � Pl /.�

ly/ for y 2 B1:

Then zu 2 C.B1/ is a viscosity solution of

zaijDij zu D zf in B1

with

zaij .y/ D
1

�l˛
aij .�

ly/;

zf .y/ D
1

�l˛
ff .�ly/ � aij .�

ly/DijPkg:

Now we check that zu satisfies the assumptions of Lemma 5.18. For that we
calculate

kzaij � zaij .0/kLn.B1/ �
1

�l˛
kaij � aij .0/kLn.B

	l
/ � Œaij �C˛

Ln
.0/ � ı
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5.4. SCHAUDER ESTIMATES 117

and

k zf kLn.B1/ �
1

�l˛
kf kLn.B

	l
/C

1

�l˛
sup jD2Pl jkaij �aij .0/kLn.B

	l
/ � ıCCı

where we used

jD2Pl j �

lX
kD1

jD2Pk �D
2Pk�1j �

lX
kD1

�.k�1/˛ � C:

Hence we take " D C.n; 
;ƒ/ı in Lemma 5.18. Then by Lemma 5.18 there exists
a function h 2 C. xB3=4/ with zaij .0/Dijh D 0 in B3=4 and jhj � 1 in B3=4 such
that

jzu � hjL1.B1=2/ � C f"

 C "g � 2C"
 :

Write zP .y/ D h.0/ C Dh.0/ C yTD2h.0/y=2. Then by interior estimates
for h we have

jzu � zP jL1.B	/ � jzu � hjL1.B	/ C jh �
zP jL1.B	/ � 2C"


 C C�3 � �2C˛

by choosing � small and then " small accordingly. Rescaling back, we have

ju.x/ � Pl.x/ � �
l.2C˛/ zP .��lx/j � �.lC1/.2C˛/ for any x 2 B�lC1 :

This implies (5.19) for k D l C 1 if we define

PkC1.x/ D Pk.x/C �
l.2C˛/ zP.��lx/:

Estimate (5.20) follows easily. �

To finish this section we state the Cordes-Nirenberg type estimate. The proof
is similar to that of Theorem 5.20.

THEOREM 5.21 Suppose u 2 C.B1/ is a viscosity solution of

aijDiju D f in B1:

Then for any ˛ 2 .0; 1/ there exists an � > 0, depending only on n, 
, ƒ, and ˛,
such that if

�
1

jBr j

Z

Br

jaij � aij .0/j
n

� 1
n

� � for any 0 < r � 1;

then u is C 1;˛ at 0; that is, there exists an affine function L such that

ju � LjL1.Br .0// � C�r
1C˛ for any 0 < r < 1;

jL.0/j C jDL.0/j � C�;

C� � C

�
jujL1.B1/ C sup

0<r<1

r1�˛
�
1

jBr j

Z

Br

jf jn
� 1
n
�
;

where C is a positive constant depending only on n, 
, ƒ, and ˛.
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118 5. VISCOSITY SOLUTIONS

5.5. W 2;p Estimates

In this section we will prove the W 2;p-estimates for viscosity solutions. We
always assume throughout this section that aij 2 C.B1/ satisfies


j�j2 � aij .x/�i�j � ƒj�j
2 for any x 2 B1 and any � 2 Rn

for some positive constants 
 and ƒ and that f is a continuous function in B1.
The main result in this section is the following theorem.

THEOREM 5.22 Suppose u 2 C.B1/ is a viscosity solution of

aijDiju D f in B1:

Then for any p 2 .n;1/ there exists an " > 0, depending only on n, 
, ƒ, and p,
such that if

�
1

jBr.x0/j

Z

Br .x0/

jaij � aij .x0/j
n

� 1
n

� " for any Br.x0/ � B1;

then u 2 W 2;p
loc .B1/. Moreover, there holds

kukW 2;p.B1=2/
� C fjujL1.B1/ C kf kLp.B1/g

where C is a positive constant depending only on n, 
, ƒ, and p.

As before we prove the following result instead.

THEOREM 5.23 Suppose u 2 C.B8
p
n/ is a viscosity solution of

aijDiju D f in B8
p
n:

Then for any p 2 .n;1/ there exist positive constants " and C , depending only on
n, 
, ƒ, and p, such that if

kukL1.B8pn/ � 1; kf kLp.B8pn/ � ";

and �
1

jBr.x0/j

Z

Br .x0/

jaij � aij .x0/j
n

� 1
n

� " for any Br.x0/ � B8
p
n ;

then u 2 W 2;p.B1/ and kukW 2;p.B1/
� C .

Before the proof we first describe the strategy. Let � be a bounded domain
and u be a continuous function in �. As in Section 2, we define for M > 0

GM .u;�/ D fx0 2 � W there exists an affine function L such that

L.x/ � M
2
jx � x0j

2 � u.x/ � L.x/C M
2
jx � x0j

2

for x 2 � with equality at x0g;

AM .u;�/ D � nGM .u;�/:

We consider the function

�.x/ D �.u;�/.x/ D inffM W x 2 GM .u;�/g 2 Œ0;1� for x 2 �:
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5.5. W 2;p ESTIMATES 119

It is straightforward to verify that for p 2 .1;1� the condition � 2 Lp.�/ implies
D2u 2 Lp.�/ and

kD2ukLp.�/ � 2k�kLp.�/:

In order to study the integrability of the function � we discuss its distribution
function, that is,

�� .t/ D jfx 2 � W �.x/ > tgj for any t > 0:

It is clear that
�� .t/ � jAt .u;�/j for any t > 0:

Hence we need to study the decay of jAt .u;�/j.

LEMMA 5.24 Suppose that � is a bounded domain with B8
p
n � � and that

u 2 C.�/ is a viscosity solution of

aijDiju D f in B8
p
n:

Then for any "0 2 .0; 1/ there exist anM > 1, depending only on n, 
, andƒ, and
an " 2 .0; 1/, depending only on n, 
, ƒ, and "0, such that if

(5.21) kf kLn.B8pn/ � "; kaij � aij .0/kLn.B7pn/ � ";

and

(5.22) G1.u;�/ \Q3 ¤ ¿;
then there holds

jGM .u;�/ \Q1j � 1 � "0:

PROOF: Let x1 2 G1.u;�/\Q3. Then there exists an affine functionL such
that

�
1

2
jx � x1j

2 � u.x/ � L.x/ �
1

2
jx � x1j

2 in �:

By considering .u � L/=c.n/ instead of u, for c.n/ > 1 large enough, depending
only on n, we may assume that

(5.23) juj � 1 in B8
p
n;

which implies

(5.24) �jxj2 � u.x/ � jxj2 for any x 2 � n B6
p
n:

Solve for h 2 C. xB7
p
n/ \ C

1.B7
p
n/ such that

aij .0/Dijh D 0 in B7
p
n;

h D u on @B7
p
n:

Then Lemma 5.18 implies

(5.25) ju � hjL1.B6pn/ � C f"

 C kf kLn.B8pn/g

and

(5.26) khkC2..B6pn/ � C
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120 5. VISCOSITY SOLUTIONS

where C > 0 and 
 2 .0; 1/, as in Lemma 5.18, depend only on n, 
, and ƒ.

Consider hj xB6pn . Extend h outside xB6
p
n continuously such that h D u in � n

B7
p
n and ju � hjL1.�/ D ju � hjL1.B6pn/. Note jhj � 1 in �. It follows that

ju � hjL1.�/ � 2 and hence with (5.24)

�2 � jxj2 � h.x/ � 2C jxj2 for any x 2 � n xB6
p
n:

Then there exists an N > 1, depending only on n, 
, and ƒ, such that

(5.27) Q1 � GN .h;�/:

Consider

w D
minf1; ı0g

2C"

.u � h/

where ı0 is the constant in Lemma 5.15 and C and 
 are constants in (5.25) and
(5.26). It is easy to check that w satisfies the hypotheses of Lemma 5.15 in �. We
may apply Lemma 5.15 to get

jAt .w;�/ \Q1j � Ct
�� for any t > 0:

Therefore we have

jAs.u � h;�/ \Q1j � C"

�s�� for any s > 0:

It follows that

jGN .u � h;�/ \Q1j � 1 � C1"

� � 1 � "0

if we choose " D ".n; 
;ƒ; "0/ 2 .0; 1/ small. With (5.27) we get

jG2N .u;�/ \Q1j � 1 � "0:

�

REMARK 5.25. In fact, we prove Lemma 5.24 with assumption (5.22) replaced
by (5.23).

PROOF OF THEOREM 5.23: Our proof has three steps.

Step 1. For any "0 2 .0; 1/ there exist an M > 1, depending only on n, 
,
and ƒ, and an " 2 .0; 1/, depending only on n, 
, ƒ, and "0, such that under the
assumptions of Theorem 5.23 there holds

(5.28) jGM .u; B8
p
n/ \Q1j � 1 � "0:

We remark that M does not depend on "0. In fact, we have juj � 1 � jxj2 in
B8
p
n n B6

p
n. We may apply Lemma 5.24 to get (5.28) with � D B8

p
n (see

Remark 5.25).

Step 2. We set, for k D 0; 1; : : : ;

A D AMkC1.u; B8
p
n/ \Q1;

B D .AMk .u; B8
p
n/ \Q1/ [ fx 2 Q1 W m.f

n/.x/ � .c1M
k/ng;
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5.5. W 2;p ESTIMATES 121

for some c1 > 0 to be determined, depending only on n, 
, ƒ, and "0. Then there
holds

jAj � "0jBj:

The proof is identical to that of Lemma 5.15.

Step 3. We finish the proof of Lemma 5.24. We take "0 such that

"0M
p D

1

2

where M , depending only on n, 
, and ƒ, is as in Step 1. Hence the constants "
and c1 depend only on n, 
, ƒ, and p. Define for k D 0; 1; : : : ;

˛k D jAMk .u; B8
p
n/ \Q1j;

ˇk D jfx 2 Q1 W m.f
n/.x/ � .c1M

k/ngj:

Then Step 2 implies ˛kC1 � "0.˛kCˇk/ for any k D 0; 1; : : : . Hence by iteration
we have

˛k � "
k
0 C

k�1X
iD1

"k�i0 ˇi :

Since f n 2 Lp=n and the maximal operator is of strong type .p; p/, we conclude
that m.f n/ 2 Lp=n and

km.f n/kLp=n � Ckf k
n
Lp � C:

Then the definition of ˇk implies
X
k�0

Mpkˇk � C:

As before we set

�.x/ D �.u;B1=2/.x/ D inffM W x 2 GM .u; B1=2/g 2 Œ0;1� for x 2 B1=2

and

�� .t/ D jfx 2 B1=2 W �.x/ > tgj for any t > 0:

The proof will be finished if we show

k�kLp.B1=2/ � C:

It is clear that

�� .t/ � jAt .u; B1=2/j � jAt .u; B8
p
n/ \Q1j for any t > 0:

It suffices to prove, with the definition of ˛k , that
X
k�1

Mpk˛k � C:
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122 5. VISCOSITY SOLUTIONS

In fact, we have

X
k�1

Mpk˛k �
X
k�1

."0M
p/k C

X
k�1

k�1X
iD0

"k�i0 Mp.k�i/Mpiˇi

�
X
k�1

2�k C
�X
i�0

Mpiˇi


�X
j�1

2�j


� C:

This finishes the proof. �

5.6. Global Estimates

In the previous two sections, we derived interior Schauder estimates andW 2;p-
estimates for viscosity solutions. In fact, these estimates hold globally. In this
section, we state these results without proof for classical solutions of Dirichlet
problems for general linear elliptic equations. These results will be needed in the
next chapter.

Let � be a bounded domain in Rn, aij be continuous functions in �, and
bi and c be bounded functions in �. For some bounded function f in � and
continuous function ' on @�, consider

(5.29)
aijDijuC biDiuC cu D f in �;

u D ' on @�:

We always assume

aij .x/�i�j � 
j�j
2 for any x 2 � and � 2 Rn

for some constant 
 > 0. In the following, we may require that ' be defined in �.
We first state the global Schauder estimate.

THEOREM 5.26 For some constant ˛ 2 .0; 1/, let � be a bounded C 2;˛-domain
in Rn, and aij , bi , and c be C ˛.x�/-functions. Suppose u 2 C 2;˛.x�/ is a solution
of (5.29) for some f 2 C ˛.x�/ and ' 2 C 2;˛.x�/. Then

kukC2;˛.x�/ � C fkukL1.�/ C kf kC˛.x�/ C k'kC2;˛.x�/g;

whereC is a positive constant depending only on n, ˛, 
,�, and theC ˛.x�/-norms
of aij , bi , and c.

Next, we state the global W 2;p-estimate.

THEOREM 5.27 Let � be a bounded C 1;1-domain in Rn, aij be continuous func-
tions in�, and bi and c be bounded functions in�. For some constant p > 1, sup-
pose u 2 W 2;p.�/ is a solution of (5.29) for some f 2 Lp.�/ and ' 2 W 2;p.�/.
Then

kukW 2;p.�/ � C fkukLp.�/ C kf kLp.�/ C k'kW 2;p.�/g;

where C is a positive constant depending only on n, p, 
, �, the moduli of conti-
nuity of aij , and the L1.�/-norms of aij , bi , and c.

By Sobolev embedding, we have the following result on C 1;˛-norms.
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5.6. GLOBAL ESTIMATES 123

COROLLARY 5.28 Let � be a bounded C 1;1-domain in Rn, aij be continuous
functions in �, and bi ; c be bounded functions in �. For some constant p > n,
suppose u 2 W 2;p.�/ is a solution of (5.29) for some f 2 Lp.�/ and ' 2
W 2;p.�/. Then

kuk
C
1;1� np .�/

� C fkukLp.�/ C kf kLp.�/ C k'kW 2;p.�/g;

where C is a positive constant depending only on n, p, 
, �, the moduli of conti-
nuity of aij and the L1.�/-norms of aij , bi , and c.

We need to point out that Corollary 5.28 can be proved directly, without using
Theorem 5.27.
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CHAPTER 6

Existence of Solutions

In this chapter we will discuss the existence of solutions of some boundary
value problems for elliptic differential equations. We will illustrate several meth-
ods.

6.1. Perron Method

In this section we will discuss the existence of solutions by the Perron method,
where we prove the existence of solutions of Dirichlet problems for elliptic opera-
tors on general domains when solutions of the same problems on balls are known
to exist. We will illustrate this by the Laplace operator.

Let � be a bounded domain in Rn and ' be a continuous function on @�.
Consider

(6.1)
�u D 0 in �;

u D ' on @�:

If � is a ball, then the solution of (6.1) is given by the Poisson integral formula.
We now solve (6.1) by Perron’s method. The maximum principle plays an essential
role. In discussions below, we avoid mean value properties of harmonic functions.

We first define continuous subharmonic and subharmonic functions based on
the maximum principle.

DEFINITION 6.1 Let � be a domain in Rn and v be a continuous function in �.
Then v is subharmonic (superharmonic) in � if for any ball B � � and any
harmonic function w 2 C. xB/

v � .�/w on @B implies v � .�/w in B:

We now prove a maximum principle for such subharmonic and superharmonic
functions.

LEMMA 6.2 Let � be a bounded domain in Rn and u; v 2 C.x�/. Suppose u is
subharmonic in � and v is a superharmonic in � with u � v on @�. Then u � v
in �.

PROOF: Without loss of generality, we assume � is connected. We first note
that u � v � 0 on @�. Set M D maxx�.u � v/ and

D D fx 2 � W u.x/ � v.x/ DM g � �:

125

http://dx.doi.org/10.1090/cln/001/06

Licensed to Univ of Calif, San Diego.  Prepared on Sat Jun 23 20:15:33 EDT 2018for download from IP 137.110.192.40/138.253.100.86.

License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



126 6. EXISTENCE OF SOLUTIONS

It is obvious that D is relatively closed. This follows easily from the continuity
of u and v.

Next we show that D is open. For any x0 2 D, we take r < dist.x0; @�/. Let
xu and xv solve, respectively,

�xu D 0 in Br.x0/; xu D u on @Br.x0/;

�xv D 0 in Br.x0/; xv D v on @Br.x0/:

The existence of xu and xv in Br .x0/ is implied by the Poisson integral formula. The
definition of subsolutions and supersolutions implies u � xu and xv � v in Br.x0/;
hence

xu � xv � u � v in Br .x0/:

Next,

�.xu � xv/ D 0 in Br.x0/;

xu � xv D u � v on @Br.x0/:

With u�v �M on @Br.x0/, the maximum principle implies xu�xv �M inBr.x0/;
in particular,

M � .xu � xv/.x0/ � .u � v/.x0/ DM:

Hence .xu � xv/.x0/ D M and then xu � xv has an interior maximum at x0. By
the strong maximum principle, xu � xv � M in xBr .x0/. Therefore, u � v D M

on @Br.x0/. This holds for any r < dist.x0; @�/. Then u � v D M in Br.x0/
and hence Br.x0/ � D. In conclusion, D is both relatively closed and open in �.
Therefore either D D ¿ or D D �. In other words, u � v either attains its
maximum only on @� or u � v is constant. By u � v in @�, we have u � v in �
for both cases. �

The proof in fact yields the strong maximum principle: Either u < v in � or
u � v is constant in �.

Before we start our discussion of Perron’s method, we demonstrate how to
generate bigger subharmonic functions from existing subharmonic functions.

LEMMA 6.3 Let v 2 C.x�/ be a subharmonic function in � and B be a ball in �
with xB � �. Let w be defined by w D v in x� nB and �w D 0 in B . Then w is a
subharmonic function in � and v � w in x�.

The function w is often called the harmonic lifting of v (in B).

PROOF: The existence of w in B is implied by the Poisson integral formula.
Then w is smooth in B and is continuous in x�. We also have v � w in B by
Definition 6.1.

Next, we take any B 0 with xB 0 � � and consider a harmonic function u 2
C. xB 0/ with w � u on @B 0. By v � w on @B 0, we have v � u on @B 0. Then, v is
subharmonic and u is harmonic in B 0 with v � u on @B 0. By Lemma 6.2, we have
v � u in B 0. Hence w � u in B nB 0. Next, both w and u are harmonic in B \B 0

and w � u on @.B \ B 0/. By the maximum principle, we have w � u in B \ B 0.
Hence w � u in B 0. Therefore, w is subharmonic in � by Definition 6.1. �

Licensed to Univ of Calif, San Diego.  Prepared on Sat Jun 23 20:15:33 EDT 2018for download from IP 137.110.192.40/138.253.100.86.

License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



6.1. PERRON METHOD 127

Next, we solve (6.1) by the Perron method. Set

(6.2) u'.x/ D supfv.x/ W v 2 C.x�/ is subharmonic in � and v � ' on @�g:

In the first step in the Perron method, we prove that u' in (6.2) is a harmonic
function in �.

LEMMA 6.4 Let � be a bounded domain in Rn and ' be a continuous function
on @�. Then u' defined in (6.2) is harmonic in �.

PROOF: Set

S' D fv W v 2 C.x�/ is subharmonic in � and v � ' on @�g:

Then for any x 2 �

u'.x/ D supfv.x/ W v 2 S'g:
In the following, we simply write S D S' .

Step 1. We prove that u' is well defined. To do this, we set

m D min
@�

'; M D max
@�

':

We note that the constant function m is in S and hence the set S is not empty.
Next, the constant functionM is obviously harmonic in� with ' �M on @�. By
Lemma 6.2, for any v 2 S

v �M in x�:

Thus u' is well defined and u' �M in �.

Step 2. We claim that S is closed by taking the maximum among finitely many
functions in S . We take arbitrary v1; v2; : : : ; vk 2 S and set

v D maxfv1; v2; : : : ; vkg:

It follows easily from Definition 6.1 that v is subharmonic in �. Hence v 2 S .

Step 3. We prove that u' is harmonic in any Br.x0/ � �. First, by the defini-
tion of u' , there exists a sequence of functions vi 2 S such that

lim
i!1

vi .x0/ D u'.x0/:

We may replace vi above by any zvi 2 S with zvi � vi since

vi .x0/ � zvi .x0/ � u'.x0/:

Replacing, if necessary, vi by maxfm; vi g 2 S , we may also assume

m � vi � u' in �:

For the fixed Br.x0/ and each vi , we let wi be the harmonic lifting in Lemma 6.3.
In other words, wi D vi in � n Br.x0/ and

�wi D 0 in Br .x0/;

wi D vi on @Br.x0/:
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128 6. EXISTENCE OF SOLUTIONS

By Lemma 6.3, wi 2 S and vi � wi in �. Moreover, wi is harmonic in Br.x0/
and satisfies

lim
i!1

wi .x0/ D u'.x0/;

m � wi � u' in �;

for any i D 1; 2; : : : . By the compactness of bounded harmonic functions, there
exists a harmonic function w in Br.x0/ such that a subsequence of fwi g, still de-
noted by fwig, converges to w in any compact subset of Br.x0/. We then easily
conclude

w � u' in Br.x0/ and w.x0/ D u'.x0/:

We now claim u' D w in Br .x0/. To see this, we take any xx 2 Br .x0/ and
proceed similarly as before, with xx replacing x0. By the definition of u' , there
exists a sequence of functions xvi 2 S such that

lim
i!1

xvi .xx/ D u'.xx/:

Replacing, if necessary, xvi by maxfxvi ; wi g 2 S , we may also assume

wi � xvi � u' in �:

For the fixed Br.x0/ and each xvi , we let xwi be the harmonic lifting in Lemma 6.3.
Then, xwi 2 S and xvi � xwi in�. Moreover, xwi is harmonic in Br .x0/ and satisfies

lim
i!1

xwi .xx/ D u'.xx/;

m � maxfxvi ; wi g � xwi � u' in �;

for any i D 1; 2; : : : . By the compactness of bounded harmonic functions again,
there exists a harmonic function xw in Br.x0/ such that a subsequence of xwi con-
verges to xw in any compact subset of Br .x0/. We then easily conclude

w � xw � u' in Br.x0/;

w.x0/ D xw.x0/ D u'.x0/;

xw.xx/ D u'.xx/:

We first note that w � xw is a harmonic function in Br .x0/ with a maximum
attained at x0. By applying the strong maximum principle to w � xw in Br 0.x0/
for any r 0 < r , we conclude that w � xw is constant, which is obviously 0. This
implies w D xw in Br .x0/, and in particular, w.xx/ D xw.xx/ D u'.xx/. We then
have w D u' in Br .x0/ since xx is arbitrary in Br.x0/. Therefore, u' is harmonic
in Br .x0/. �

We note that u' in Lemma 6.4 is defined only in�. To discuss limits of u'.x/
as x approaches the boundary, we need to impose additional assumptions on the
boundary @�.
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6.1. PERRON METHOD 129

LEMMA 6.5 Let ' be a continuous function on @� and u' be the function defined
in (6.2). For some x0 2 @�, suppose wx0 2 C.x�/ is a subharmonic function in �
such that

(6.3) wx0.x0/ D 0; wx0.x/ < 0 for any x 2 @� n fx0gI

then
lim
x!x0

u'.x/ D '.x0/:

PROOF: As in the proof of Lemma 6.4, we set

S' D fv W v 2 C.x�/ is subharmonic in � and v � ' on @�g:

We simply write w D wx0 and set M D max@� j'j.
Let " be an arbitrary positive constant. By the continuity of ' at x0, there exists

a positive constant ı such that

j'.x/ � '.x0/j � "

for any x 2 @� \ Bı.x0/. We then choose K sufficiently large so that

�Kw.x/ � 2M

for any x 2 @� n Bı.x0/; hence,

j' � '.x0/j � " �Kw on @�:

Since '.x0/�"CKw.x/ is a subharmonic function in�with '.x0/�"CKw � '
on @�, we have '.x0/ � "CKw 2 S' . The definition of u' implies

'.x0/ � "CKw � u' in �:

On the other hand, '.x0/C"�Kw is a superharmonic in�with '.x0/C"�Kw �
' on �. Hence for any v 2 S' , we obtain by Lemma 6.2

v � '.x0/C " �Kw in �:

Again by the definition of u' , we have

u' � '.x0/C " �Kw in �:

Therefore,
ju' � '.x0/j � " �Kw in �;

which implies
lim sup
x!x0

ju'.x/ � '.x0/j � ":

We obtain the desired result by letting "! 0. �
The function wx0 satisfying (6.3) is often called a barrier function. Barrier

functions can be constructed for a large class of domains�. Take, for example, the
case where � satisfies an exterior sphere condition at x0 2 @� in the sense that
there exists a ball Br0.y0/ such that

� \ Br0.y0/ D ¿; x� \ xBr0.y0/ D fx0g:

To construct a barrier function at x0, we set

wx0.x/ D �.x � y0/ � �.x0 � y0/ for any x 2 x�
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130 6. EXISTENCE OF SOLUTIONS

where � is the fundamental solution of the Laplace operator. It is easy to see that
wx0 is a harmonic function in� and satisfies (6.3). We note that the exterior sphere
condition always holds for C 2-domains.

THEOREM 6.6 Let � be a bounded domain in Rn satisfying the exterior sphere
condition at every boundary point. Then for any ' 2 C.@�/, (6.1) admits a solu-
tion u 2 C1.�/ \ C.x�/.

6.2. Variational Method

In this section we discuss the Dirichlet problem for elliptic differential equa-
tions of divergence form and prove the existence of weak solutions.

Let � be a bounded domain in Rn and aij , bi , and c be bounded functions
in �. Consider the differential operator

Lu D �Dj .aijDiu/C biDiuC cu:

We always assume that


j�j2 � aij .x/�i�j � ƒj�j
2

for any x 2 � and � 2 Rn.

DEFINITION 6.7 Let f 2 L2.�/ and u 2 H 1
loc.�/. Then u is a weak solution of

Lu D f in � if

(6.4)
Z

�

.aijDiuDj' C biDiu' C cu'/dx D

Z

�

f ' dx

for any ' 2 H 1
0 .�/.

Next, we define

a.u; v/ D

Z

�

.aijDiuDj v C biDiuv C cuv/dx

for any u; v 2 H 1
0 .�/. We call a the bilinear form associated with the operator L.

If aij D aj i and c D 0, then a is symmetric, i.e.,

a.u; v/ D a.v; u/ for any u; v 2 H 1
0 .�/:

We now solve the Dirichlet problem in the weak sense for a special class of
elliptic operators. We recall that the standard H 1

0 .�/ inner product is defined by

.u; v/H1
0
.�/ D

Z

�

ru � rv dx:

THEOREM 6.8 Let aij , bi , and c be bounded functions in � and f 2 L2.�/.
Assume the bilinear form a associated with L is coercive; i.e.,

a.u; u/ � c0kuk
2

H1
0 .�/

for any u 2 H 1
0 .�/. Then there exists a unique weak solution u 2 H 1

0 .�/ of
Lu D f .
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6.2. VARIATIONAL METHOD 131

PROOF: We define a linear functional F on H 1
0 .�/ by

F.'/ D

Z

�

f ' dx

for any ' 2 H 1
0 .�/: By the Cauchy inequality and the Poincarè inequality, we

have
jF.'/j � kf kL2.�/k'kL2.�/ � Ckf kL2.�/k'kH1

0 .�/
:

Hence F is a bounded linear functional on H 1
0 .�/.

We first consider a special case where a is symmetric. (This includes the case
aij D aj i and c � 0.) It is easy to see that a.u; v/ is an inner product in H 1

0 .�/

that is equivalent to the standardH 1
0 .�/ inner product. By the Riesz representation

theorem, there exists a u 2 H 1
0 .�/ such that

a.u; '/ D F.'/

for any ' 2 H 1
0 .�/. Therefore, u is the desired solution.

We now consider the general case where a is not necessarily symmetric. We
first note that

ja.u; v/j � CkukH1
0 .�/
kvkH1

0 .�/

for any u; v 2 H 1
0 .�/.

For each fixed u 2 H 1
0 .�/, the mapping v 7! a.u; v/ is a bounded linear

functional on H 1
0 .�/. By the Riesz representation theorem, there exists a unique

w 2 H 1
0 .�/ such that

a.u; v/ D .w; v/H1
0 .�/

for any v 2 H 1
0 .�/. Now we write w D Au; i.e.,

a.u; v/ D .Au; v/H1
0
.�/

for any u; v 2 H 1
0 .�/. It is straightforward to check that A is a linear operator

on H 1
0 .�/.

Next,

kAuk2
H1
0 .�/
D .Au;Au/H1

0 .�/
D a.u;Au/ � CkukH1

0 .�/
kAukH1

0 .�/

and hence
kAukH1

0
.�/ � CkukH1

0
.�/ for any u 2 H 1

0 .�/:

Therefore, A W H 1
0 .�/ ! H 1

0 .�/ is a bounded linear operator. By the coercive-
ness, we have

c0kuk
2
H1
0
.�/
� a.u; u/ D .Au; u/H1

0 .�/
� kukH1

0 .�/
kAukH1

0 .�/

and hence
c0kukH1

0 .�/
� kAukH1

0 .�/

for any u 2 H 1
0 .�/. It follows that A is one-to-one and the range R.A/ of A is

closed in H 1
0 .�/.
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132 6. EXISTENCE OF SOLUTIONS

Next, for any w 2 R.A/?, we have

c0kwk
2

H1
0 .�/
� a.w;w/ D .Aw;w/H1

0 .�/
D 0

and hencew D 0. ThenR.A/? D f0g and henceR.A/ D H 1
0 .�/; in other words,

A is onto.
For the bounded linear functional F in H 1

0 .�/ introduced at the beginning of
the proof, by the Riesz representation theorem, there exists a w 2 H 1

0 .�/ such that

.w; v/H1
0 .�/
D F.v/

for any v 2 H 1
0 .�/. Since A is onto, we can find a u 2 H 1

0 .�/ such that Au D w;
hence,

a.u; v/ D .Au; v/H1
0
.�/ D .w; v/H1

0
.�/ D F.v/

for any v 2 H 1
0 .�/. This proves the existence.

For the uniqueness, we assume zu 2 H 1
0 .�/ also satisfies

a.zu; v/ D F.v/

for any v 2 H 1
0 .�/. Then

a.u � zu; v/ D 0

for any v 2 H 1
0 .�/. With v D u � zu, we obtain

a.u � zu; u � zu/ D 0:

By the coerciveness, we have u D zu. �

We point out that the method in the proof of the general case, when formulated
in an abstract form, is known as the Lax-Milgram theorem.

The Dirichlet problem can be solved for a larger class of elliptic equations of
divergence form. However, the method is much more involved. In the following,
we state a simple consequence of Theorem 6.8.

THEOREM 6.9 Let aij , bi , and c be bounded functions in � and f 2 L2.�/.
Then there exists a �0 depending only on aij , bi , and c such that for any � � �0
there exists a unique weak solution u 2 H 1

0 .�/ of .LC �/u D f .

PROOF: Define

a�.u; v/ D a.u; v/C .u; v/L2.�/:

In other words, a� is the bilinear form associated with the operator L C �. It
is easy to check that a� is coercive for � sufficiently large. Then we may apply
Theorem 6.8 to LC �. �

In the rest of this section, we use a minimizing process to solve the Dirichlet
problem on the bounded domain with the homogeneous boundary value.

Let � be a bounded domain aij , and c be bounded functions in � satisfying


j�j2 � aij .x/�i�j � ƒj�j
2
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6.2. VARIATIONAL METHOD 133

for any x 2 � and � 2 Rn. Suppose f 2 L2.�/. Define

(6.5) J.u/ D
1

2

Z

�

.aijDiuDjuC cu
2/dx C

Z

�

uf dx:

THEOREM 6.10 Let aij and c be bounded functions in � with aij D aj i and
c � 0, and f 2 L2.�/. Then J admits a minimizer u 2 H 1

0 .�/.

It is easy to check that the minimizer u is a weak solution of

�Dj .aijDiu/C cu D f in �:

PROOF: We first prove that J has a lower bound in H 1
0 .�/. By the Poincarè

inequality, we have for any u 2 H1
0.�/Z

�

u2 dx � C

Z

�

jruj2 dx;

where C is a positive constant depending only on �. Then

Z

�

juf jdx �

�Z

�

u2 dx

� 1
2
�Z

�

f 2 dx

� 1
2

�
p
C

�Z

�

jruj2 dx

� 1
2
�Z

�

f 2 dx

� 1
2

�
1

4


Z

�

jruj2 dx C C


Z

�

f 2 dx:

Hence for any u 2 H 1
0 .�/,

(6.6) J.u/ �
1

4


Z

�

jruj2 dx � C


Z

�

f 2 dx

and in particular

J.u/ � �C

Z

�

f 2 dx:

Therefore, J has a lower bound in H 1
0 .�/. We set

J0 D inffJ.u/ W u 2 H1
0.�/g:

Next, we prove that J0 is attained by some u 2 H 1
0 .�/. We consider a min-

imizing sequence fukg � H 1
0 .�/ with J.uk/ ! J0 as k ! 1. By (6.6) we

have Z

�

jrukj
2 dx � 4
J.uk/C 4C


2

Z

y

�f 2 dx:
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134 6. EXISTENCE OF SOLUTIONS

The convergence of J.uk/ obviously implies that fJ.uk/g is a bounded sequence;
then kukkH1

0
is uniformly bounded. By Rellich’s theorem, there exists a subse-

quence fuk0g and a u 2 H 1
0 .�/ such that

uk0 ! u in the L2-norm as k0 !1:

Next, with the help of the Hilbert space structure of H 1
0 .�/ it is not difficult to

prove

J.u/ � lim inf
k0!1

J.u0k/:

This implies J.u/ D J0. We conclude that J0 is attained in H 1
0 .�/. �

We point out that the minimizing process is an important method in the calculus
of variation.

6.3. Continuity Method

In this section we discuss how to solve Dirichlet problems by the method of
continuity. We illustrate this method by solving the Dirichlet problem for uni-
formly elliptic equations on C 2;˛-domains by assuming that a similar problem for
the Laplace equation can be solved. The method of continuity can be applied to
nonlinear elliptic equations. The crucial ingredient is the a priori estimates.

Let � be a bounded domain in Rn, and let aij , bi , and c be defined in �, with
aij D aj i . We consider the operator L given by

(6.7) Lu D aijDijuC biDiuC cu in �

for any u 2 C 2.�/. The operator L is always assumed to be uniformly elliptic
in �; namely,

(6.8) aij �i�j � 
j�j
2 for any x 2 � and � 2 Rn

for some positive constant 
.
Now we state a general existence result for solutions of the Dirichlet prob-

lem with C 2;˛ boundary values for general uniformly elliptic equations with C ˛

coefficients.

THEOREM 6.11 Let � be a bounded C 2;˛-domain in Rn and L be a uniformly
elliptic operator in � as defined in (6.7), with (6.8) satisfied, c � 0 in �, and
aij ; bi ; c 2 C

˛.x�/ for some ˛ 2 .0; 1/. Then for any f 2 C ˛.x�/ and ' 2
C 2;˛.x�/, there exists a (unique) solution u 2 C 2;˛.x�/ of the Dirichlet problem

Lu D f in �;

u D ' on @�:

Theorem 6.11 plays an extremely important role in the theory of elliptic dif-
ferential equations of the second order. The crucial step in solving the Dirichlet
problem for L is to assume that the similar Dirichlet problem for the Laplace op-
erator is solved. Specifically, we prove the following result.
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6.3. CONTINUITY METHOD 135

THEOREM 6.12 Let � be a bounded C 2;˛-domain in Rn and L be a uniformly
elliptic operator in � as defined in (6.7), with (6.8) satisfied, c � 0 in �, and
aij ; bi ; c 2 C

˛.x�/ for some ˛ 2 .0; 1/. If the Dirichlet problem for the Poisson
equation

�u D f in �;

u D ' on @�;

has a C 2;˛.x�/ solution for all f 2 C ˛.x�/ and ' 2 C 2;˛.x�/, then the Dirichlet
problem

Lu D f in �;

u D ' on @�;

also has a (unique) C 2;˛.x�/ solution for all such f and '.

The proof is based on the method of continuity. Briefly summarized, this
method as applied here starts with the solution of the Poisson equation �u D f

and then arrives at a solution of Lu D f through solutions of a continuous family
of equations connecting �u D f and Lu D f . The global C 2;˛-estimates play
essential roles.

PROOF: Without loss of generality, we assume ' D 0. Otherwise, we consider
Lv D f � L' in �, v D 0 on @�.

We consider the family of equations

Ltu � tLuC .1 � t/�u D f

for t 2 Œ0; 1�. We note that L0 D �, L1 D L. By writing

Ltu D a
t
ijDijuC b

t
iDiuC c

tu;

it is easy to see that

atij .x/�i�j � min.1; 
/j�j2

for any x 2 � and � 2 Rn and that

jatij jC˛.x�/; jb
t
i jC˛.x�/; jc

t jC˛.x�/ � max.1;ƒ/

independently of t 2 Œ0; 1�. It follows that

jLtujC˛.x�/ � C jujC2;˛.�/

where C is a positive constant depending only on n, ˛, 
,ƒ, and�. Then for each
t 2 Œ0; 1�, Lt W X ! C ˛.�/ is a bounded linear operator, where

X D fu 2 C 2;˛.x�/ W u D 0 on @�g:

We note that X is a Banach space with respect to j � jC2;˛.x�/.
We now let I be the collection of s 2 Œ0; 1� such that the Dirichlet problem

Lsu D f in �;

u D 0 on @�;
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136 6. EXISTENCE OF SOLUTIONS

is solvable in C 2;˛.x�/ for any f 2 C ˛.x�/. We take an s 2 I and let u D L�1s f

be the (unique) solution. The global C 2;˛-estimates and the maximum principle
imply

jL�1s f jC2;˛.�/ � C jf jC˛.x�/:

For any t 2 Œ0; 1� and f 2 C ˛.x�/, we write Ltu D f as

Lsu D f C .Ls � Lt /u D f C .t � s/.�u � Lu/:

Hence u 2 C 2;˛.x�/ is a solution of

Ltu D f in �;

u D 0 on @�;

if and only if
u D L�1s .f C .t � s/.�u� Lu//:

For any u 2 X , set

T u D L�1s .f C .t � s/.�u � Lu//:

Then T W X ! X is an operator and for any u; v 2 X
jT u � T vjC2;˛.x�/ D

ˇ̌
.t � s/L�1s ..� � L/.u � v//

ˇ̌
C2;˛.x�/

� C jt � sjj.� � L/.u � v/jC˛.x�/

� C jt � sjju � vjC2;˛.x�/:

Therefore, T W X ! X is a contraction if

jt � sj < ı D C�1:

Hence for any t 2 Œ0; 1� with jt � sj < ı, there exists a u 2 X such that u D T u;
i.e.,

u D L�1s .f C .t � s/.�u� Lu//:

In other words, for any t 2 Œ0; 1� with jt � sj < ı and any f 2 C ˛.x�/, there exists
a solution u 2 C 2;˛.x�/ of

Ltu D f in �;

u D 0 on @�:

Thus if s 2 I , then t 2 I for any t 2 Œ0; 1� with jt � sj < ı. We now divide
the interval Œ0; 1� into subintervals of length less than ı. By 0 2 I , we conclude
1 2 I . �

6.4. Compactness Methods

In this section we discuss several methods to solve nonlinear elliptic differen-
tial equations. All these methods involve the compactness of the Hölder functions:
A bounded sequence of Hölder functions has a subsequence convergent to a Hölder
function.

We first consider a class of semilinear elliptic equations.
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6.4. COMPACTNESS METHODS 137

THEOREM 6.13 Let � be a bounded C 2;˛-domain in Rn and f be a C 1-function
in x� 	R. Suppose u; xu 2 C 2;˛.x�/ satisfy u � xu,

�u � f .x; u/ in �; u � 0 on @�;

�xu � f .x; xu/ in �; xu � 0 on @�:

Then there exists a solution u 2 C 2;˛.x�/ of

�u D f .x; u/ in �; u D 0 on @�; u � u � xu in �:

We note that u and xu are subsolutions and supersolutions, respectively.

PROOF: Set
m D inf

�
u; M D sup

�

xu:

We take 
 > 0 large so that


 > fz.x; z/ for any .x; z/ 2 x� 	 Œm;M�:

Now we write u0 D u. For any uk , k D 0; 1; : : : , we suppose ukC1 2 C 2;˛.x�/
solve

(6.9)
�ukC1 � 
ukC1 D f .x; uk/ � 
uk in �;

ukC1 D 0 on @�:

We first prove
u � uk � xu in �:

This is obviously true for k D 0. Suppose it holds for some k � 0. We now
consider ukC1. First, we note

�.ukC1 � u/ � 
.ukC1 � u/ � .f .x; uk/ � f .x; u// � 
.uk � u/:

By the mean value theorem, we have

.f .x; uk/ � f .x; u// � 
.uk � u/ D �.
 � fz.x; �//.uk � u/

where � is between uk.x/ and u.x/. Therefore, we obtain

�.ukC1 � u/ � 
.ukC1 � u/ � 0 in �;

ukC1 � u � 0 on @�:

By the maximum principle, we have ukC1 � u in�. Similarly, we have ukC1 � xu
in �. In particular, we have

m � uk.x/ �M for any x 2 � and k D 0; 1; : : : :

Similarly, we can prove
u � u1 � u2 � � � � � xu:

In other words, fukg is an increasing sequence. Therefore, there exists a function u
in � such that uk.x/! u.x/ as k !1 for each x 2 �.

Next, the right-hand side expression in (6.9) is uniformly bounded independent
of k. By the global C 1;˛-estimate, we have

kukkC1;˛.x�/ � C
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138 6. EXISTENCE OF SOLUTIONS

where C is a positive constant depending only on n, 
, m, M , and �, indepen-
dently of k. In particular, the right-hand side expression in (6.9) is uniformly
bounded in C 1;˛-norms independent of k. By the global C 2;˛-estimate, we have

kukkC2;˛.x�/ � C

where C is a positive constant depending only on n, 
, m, M , and �, indepen-
dently of k. Therefore, u 2 C 2.�/ and

uk ! u in the C 2-norm in �:

Hence u is the desired solution. �

As an application, we prove the following result.

COROLLARY 6.14 Let � be a bounded C 2;˛-domain in Rn and f be a bounded
C 1-function in x� 	R. Then there exists a solution u 2 C 2;˛.x�/ of

�u D f .x; u/ in �;

u D 0 on @�:

PROOF: Set

M D sup
��R
jf j:

Let u; xu 2 C 2;˛.x�/ satisfy

�u DM in �; u D 0 on @�;

�xu D �M in �; xu D 0 on @�I

then

�u � �xu in �; u D xu on @�:

By the maximum principle, we have u � xu in �. It is obvious that

�u � f .x; u/; �xu � f .x; xu/ in �:

Hence u and xu satisfy the conditions in Theorem 6.13. We obtain the desired result
by Theorem 6.13. �

REMARK 6.15. Corollary 6.14 still holds if we assume f is C 1 in x� 	R and
satisfies

jf .x; z/j � C.1C jzj
 / for any .x; z/ 2 x� 	R

for some C > 0 and � 2 Œ0; 1/. It is important to assume � < 1. Dirichlet problems
may not be solvable if � D 1.
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6.5. SINGLE- AND DOUBLE-LAYER POTENTIALS METHODS 139

6.5. Single- and Double-Layer Potentials Methods

We begin with the Dirichlet problem for a half-space:

(6.10)

(
�u D 0 in RnC1C D fx 2 RnC1 W xnC1 > 0g;

u D f on @RnC1C D Rn 	 f0g:

Using the Poisson integral formula, we can represent a solution as

(6.11) u.x; y/ D Py � f .x/; .x; y/ 2 RnC1C D Rn 	RC;

where

Py.x/ D
�.nC1

2
/

	
nC1
2

y

.jxj2 C jyj2/
nC1
2

; f 2 C0.R
nC1/:

The estimates for convolutions imply that

(6.12) sup
y>0

ku. � ; y/kLp.Rn/ � kf kLp.Rn/ for all 1 � p � 1:

(Note that for p D C1, (6.12) is also a consequence of the maximum principle;
and for p D 1, ku. � ; y/kL1.Rn/ � kPykL1.Rn/ � kf kL1.Rn/ D kf kL1.Rn/.)

We can also reverse the implication of (6.12) in the following sense (via Fa-
tou’s theorem): if a harmonic function u in RnC1C satisfies (6.12), then u has a
nontangential limit a.e. on @RnC1C , and the limit function u0 D u. � ; 0/ 2 Lp.Rn/
(if p > 1; if p D 1, then u0 is a Radon measure) with u.x; y/ D Py � u0.x/.

SKETCH OF PROOF: (See [15] for details.) Suppose u is harmonic in RnC1C
with

(6.13) sup
y>0

ku. � ; y/kLp.Rn/ <1:

Note u.x; yC�/ D Py�u�.x/where u�.x/ D u.x; �//; y > 0; � > 0. Statement
(6.13) implies that u�n * v in Lp.Rn/ for a sequence of �n # 0. It is then easy to
see that Py � u�n.x/! Py � v.x/ for all y > 0 as �n ! 0C.

On the other hand, Py � u�n.x/ D u.x; y C �n/. Thus Py � v.x/ D u.x; y/

where v 2 Lp.Rn/, and when p D 1 we naturally replace v by a Radon measure.
�

Now we assume that � is a bounded, connected domain in Rn; n � 3, with
a C 2-boundary. (Here we assume n ¤ 2 to simplify matters and avoid technicali-
ties.) Consider the Dirichlet problem

(6.14)

(
�u D 0 in �;

uj@� D f 2 C.@�/:

Let 
.x/ D Cn
jxjn�2

be the fundamental solution of the Laplace operator in Rn; here

Cn D �
1

.n� 2/!n
D

�1

.n � 2/

�.n
2
/

2	n=2
:
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140 6. EXISTENCE OF SOLUTIONS

Set R.x; y/ D �
.x � y/, and for f 2 C.@�/, we define the double-layer poten-
tial

(6.15) Df .p/ D
Z

@�

@

@nQ
R.P;Q/f .Q/dHn�1.Q/; P 62 @�;

and the single-layer potential

(6.16) S.f /.P / D

Z

@�

R.P;Q/f .Q/dHn�1.Q/; P 62 @�:

Here nQ is the outward unit normal for @� at Q.
It is easy to check that

�Df .P / D 0 for P 2 Rn j @�:

We need to understand the boundary behavior of Df .P / on @�.

LEMMA 6.16 If f 2 C.@�/, then

(i) Df 2 C.�/ and
(ii) Df 2 C.�c/.

In other words, Df can be extended continuously from inside � to �, and
from outside� to�c. Let DCf and D�f be the restrictions of these two functions
to @�. Set

K.P;Q/ D
@

@nQ
R.P;Q/ D

1

!n

hP �Q;nQi

jP �Qjn
:

Thus
K 2 C.@� 	 @� n f.P; P / W P 2 @�g/

and jK.P;Q/j � C=jP �Qjn�2 for P;Q 2 @� and some C < 1. The latter
estimate follows from the C 2 property of @�. We shall define, for f 2 C.@�/,
the operator

(6.17) Tf .P / D

Z

@�

K.P;Q/f .Q/dHn�1.Q/; P 2 @�:

We have the following:

LEMMA 6.17 (Jump Relations for D)

(i) DC D 1
2
I C T and

(ii) D� D �12I C T .

Moreover, T W C.@�/! C.@�/ is compact.

PROOF OF LEMMAS 6.16 AND 6.17: We first verify that T defined by (6.17)
is a compact operator from C.@�/! C.@�/. Let

KN .P;Q/ D signK.P;Q/ �minfN; jK.P;Q/jg; N 2 ZC:

Thus KN is continuous on @� 	 @�, and the Arzela-Ascoli theorem implies that
TNf D

R
@�KN .P;Q/f .Q/dHn�1.Q/ is compact on C.@�/. Furthermore,
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6.5. SINGLE- AND DOUBLE-LAYER POTENTIALS METHODS 141

since kTNk � supP2@� kKN .P;Q/kL1.@�/ � C < 1 where C is independent
of N , it is rather easy to see that

kTN � TNC1k � C

��
1

N

� 1
n�2

�

�
1

.N C 1/

� 1
n�2

�
� CN�1�

1
n�2 :

We therefore conclude that T D limN!1 Tn is a compact operator on C.@�/.
Next we apply the divergence theorem on � j Bı.P / for small positive ı’s

with ı ! 0C to obtainZ

@�

@

@nQ
R.P;Q/dHn�1.Q/ D 1 if P 2 �;(6.18)

Z

@�

K.P;Q/dHn�1.Q/ D
1

2
if P 2 @�:(6.19)

Let P0 2 @� and P 2 � such that P ! P0. We want to verify that

(6.20) Df .P /) 1
2
f .P0/C Tf .P0/:

Here we observe that
R
@� j

@
@nQ

R.P;Q/jdHn�1.Q/ � C < 1 for all P 62 @�.

Thus, in particular, kDf kL1.Rnj@�/ � Ckf kL1.@�/.
If P0 62 support of f , then it is obvious that
Z

@�

@

@nQ
R.P;Q/f .Q/dHn�1.Q/

P!P0
�����!

Z

@�

K.P0;Q/f .Q/dHn�1.Q/ D Tf .P0/:

If P0 2 support of f and f .P0/ D 0, then we let ffkg � C.@�/ such that

kf � fkkL1.@�/
k!1
����! 0;

and P0 62 support of fk for each k, k D 1; 2; : : : . Then

jDf .P / � Tf .P /j � jD.f � fk/.P /j C jT .f � fk/j.P /
C jDfk.P / � Tfk.P /j

� Ckf � fkkL1.@�/ C kT kkf � fkkL1.@�/

C jDfk.P / � Tfk.P /j:
We initially choose k large so that the first two terms on the right-hand side of the
above inequality will be small. We then observe that for fixed k (large) asP ! P0,
the last term in the inequality also goes to 0.

To complete the proof it suffices to verify the case when f � 1, for which the
result is trivial. If we replace� by�c, then all the other statements in Lemmas 6.16
and 6.17 follow. �

To conclude our consideration of double-layer potentials we need to show how
to use them to solve the Dirichlet problem (6.10).
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142 6. EXISTENCE OF SOLUTIONS

We begin with a g 2 C.@�/ and let u.x/ D Dg.x/ for x 2 �. It is clear
from our previous discussion that �u D 0 in � and u 2 C.�/; moreover, uj@� D
.1
2
ICT /g. Therefore, we need to solve for g a given f 2 C.@�/, f D .1

2
ICT /g.

Since T is compact, .1
2
I C T / is obviously a 1 W 1 map on C.@�/; hence it is also

an onto map from C.@�/ to C.@�/. This last statement follows from the Leray-
Schauder fixed-point theorem, which we will examine in the next section.

Finally, we shall state without proof the results corresponding to those for
single-layer potentials (6.16). All of the proofs are similar to those for Lem-
mas 6.16 and 6.17 above.

Once again we assume @� to be class C 2 and f 2 C.@�/.

LEMMA 6.18 If f 2 C.@�/ , then

(i) DCS.f / D gradS.f / 2 C.�ı0/ and
(ii) D�S.f / D gradS.f / 2 C.�c

ı0
/.

Here �ı0 D fx 2 � W dist.x; @�/ � ı0g for some small ı0 > 0.

Let K�.P;Q/ D K.Q;P / and define

T �f .P / D

Z

@�

K�.P;Q/f .Q/dHn�1.Q/; P 2 @�:

LEMMA 6.19 (Jump Relations for DS.f /)
(i) DCS.f / D �12I C T � and

(ii) D�S.f / D 1
2
I C T �.

Single-layer potentials can be used to solve the Neumann problem(
�u D 0 in �;
@u
@n
D f on @�:

Layer potentials can be used to solve more general elliptic equations (and sys-
tems) with constant coefficients on smooth domains. This method can be further
generalized to C 1;˛-domains for general elliptic equations of second order with
C ˛-coefficients (or general first-order elliptic systems with suitably smooth coef-
ficients). The latter is often referred to as ADN theory due to Agmon, Douglis, and
Nirenberg.�

6.6. Fixed-Point Theorems and Existence Results

The Brouwer fixed-point theorem asserts that a continuous mapping of a closed
ball in Rn into itself has at least one fixed point. In this section we shall discuss
a version of the fixed-point theorem in an infinite-dimensional Banach space due
to Schauder and a special case of the Leray-Schauder theorem. As an application
we shall discuss the existence of a class of quasi-linear elliptic equations for the

�Agmon, S.; Douglis, A.; Nirenberg, L. Estimates near the boundary for solutions of elliptic
partial differential equations satisfying general boundary conditions. I, II. Comm. Pure Appl. Math.
12 (1959) 623–727; 17 (1964), 35–92.
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6.6. FIXED-POINT THEOREMS AND EXISTENCE RESULTS 143

Dirichlet problem. We shall end the section with a brief mention of the minimal
surface equation.

THEOREM 6.20 (Schauder’s Fixed-Point Theorem) Let G be a compact, convex
set in a Banach space X , and let T be a continuous mapping of G into itself. Then
T has a fixed point; that is, for some x 2 G; T x D x.

PROOF: Let k 2 N . Since G is compact, there is a finite set fx1; x2; : : : ; xng
where n D n.k/ such that the balls Bi D Bi=k.xi /; i D 1; 2; : : : ; n, cover G. Let
Gk be the convex hull of fx1; x2; : : : ; xng and let Jk W G ! Gk be defined by

(6.21) Jk.x/ D

P
i dist.x;G � Bi /xiP
i dist.x;G � Bi /

:

It is easy to see that Jk is continuous on G; furthermore,

kJk.x/ � xk �

P
i dist.x;G � Bi /kx � xikP

i dist.x;G � Bi /
<
1

k
:

The mapping Jk ı T W Gk ! Gk . Thus by the Brouwer fixed-point theorem,
there exist yk 2 Gk such that Jk ıT .yk/ D yk , k D 1; 2; : : : . Since G is compact,
one may assume, without loss of generality, that yk ! x 2 G. Since

kyk � T .yk/k D kJk ı T .yk/ � T .yk/k <
1

k
;

and since T is continuous, we have

lim
k!1

yk D x D T x for some x 2 G:

�
COROLLARY 6.21 Let G be a closed, convex set in a Banach space X . Suppose T
is a map from G into G such that T G is precompact. Then T has a fixed point in G.

Note that a continuous mapping between two Banach spaces is called compact
(or completely continuous) if the images of bounded sets are precompact; that is,
their closures are compact.

THEOREM 6.22 (Leray-Schauder Theorem) Let T be a compact mapping of a
Banach space X into itself, and suppose there is a constant M such that

(6.22) kxk < M

for all x 2 X and � 2 Œ0; 1� satifying x D �T x. Then T has a fixed point.

PROOF: Define a new mapping T � by

(6.23)

(
T �x D T x if kT xk �M;

T �x DM Tx
kTxjj

if kT xk �M:

T � is clearly a continous mapping of the closed ballBM intoBM � X itself. Since
T .Bm/ is precompact, the same is true for T �.BM /. Hence by Corollary 6.21, the
mapping T � has a fixed point x. We claim x is also a fixed point of T . Indeed, if
kT xk � M , then x D T �x D M

kTxk
T x D �T x where � D M

kTxk
2 .0; 1�. By
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144 6. EXISTENCE OF SOLUTIONS

hypothesis, we would have kxk < M . On the other hand, kxk D kT �xk D M ;
a contradiction. Thus kT xk < M must be true and consequently T �x D x D

T x. �

REMARK. Suppose T is a compact mapping of a Banach space X into itself.
Then for some � 2 .0; 1�, the map �T possesses a fixed point. Indeed, since T .B1/
is compact in X , there is an A � 1 such that kT xk � A for all x 2 B1. Thus the
mapping �T with � D 1

A
maps B1 into itself and our conclusion follows. Also,

note that if (6.22) is valid, then for any � 2 Œ0; 1�, the mapping �T has a fixed
point as well.

Next we shall describe a situation in which Theorem 6.22 can be applied. For
ˇ 2 .0; 1/, we consider the Banach space X D C 1;ˇ .�/ where � is a C 2;˛ ,
bounded domain in Rn. Let L be an operator given by

(6.24) Lu D aij .x; u;ru/uxixj C b.x; u;ru/:

We assume that L is elliptic in �; i.e., .aij .x; �; p// is positive definite for all
.x; �; p/ 2 � 	 R 	 Rn. We also assume, for some ˛ 2 .0; 1/, that aij ; b 2
C ˛.� 	R 	Rn/. Let � 2 C 2;˛.@�/. For all v 2 C 1;ˇ .�/ D X , we let u D T v
be the unique solution in C 2;˛ˇ .�/ of the linear Dirichlet problem

(6.25)

(
aij .x; v;Dv/uxixj C b.x; v;Dv/ D 0 in �;

uj@� D � on @�:

We note that the solvability of Lu D 0 in � with u D � on @� in the space
C 2;˛.�/ is equivalent to the solvability of T u D u in X .

Let

(6.26) L�u D a
ij .x; u;Du/uxixj C �b.x; u;ru/:

Then u D �T u in X is the same as L�u D 0 in � and u D �� on @�. As a
consequence of the Leray-Schauder theorem, we have the following:

THEOREM 6.23 Let �;�; and L be as above. If, for some ˇ > 0, there is a con-
stantM independent of u and � such that every C 2;˛.�/-solution of the Dirichlet
problem

(6.27)

(
L�u D 0 in �;

u D �� on @�;

satisfies

(6.28) kukC1;ˇ.�/ < M;

then it follows that the Dirichlet problem Lu D 0 in � with u D � on @� is
solvable in C 2;˛.�/.

PROOF: From the preceding discussion, it suffices to verify that T is continu-
ous and compact. Again, this is simply a consequence of the Schauder estimates.
We note that C 2;˛ˇ .�/ is precompact in C 1;ˇ .�/. �
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6.6. FIXED-POINT THEOREMS AND EXISTENCE RESULTS 145

We shall briefly mention how assumptions in Theorem 6.23 can be verified for
the minimal surface equation. For simplicity, we consider the case where � is a
uniformly convex, C 2;˛-bounded domain in Rn and the following Dirichlet prob-
lem:

(6.29)

8<
:

div
�

rup
1Cjruj2



D 0 in �;

uj@� D � on @�:

We assume that � 2 C 2;˛.@�/.
Suppose u is a C 2;˛-solution of (6.28); then the maximum principle implies

that

(6.30) kukL1.�/ � k�kL1.@�/ � C0 <1:

Next, by the uniform convexity of @� and the C 2;˛-regularity of �, we can
check that, for every x0 2 @�, there exist linear functions `˙x0.x/ such that

`˙x0.x0/ D �.x0/ and `�x0.x/ � �.x/ � `
C
x0
.x/

for all x 2 @�. Since linear functions are solutions of div.ru=
p
1C jruj2/ D 0

in �, from the maximum principle we conclude that

(6.31) `�x0.x/ � u.x/ � `
C
x0
.x/; x 2 �I

in particular, jru.x0/j � max jr`˙x0.x0/j � C1 <1.

On the other hand, if u is a C 2;˛-solution of (6.28), then u˛ D @
@x˛

u, ˛ D
1; 2; : : : ; n, satisfies

(6.32)
@

@xi
.FPiPj .Du/uaj / D 0:

Here F.Du/ D
p
1C jruj2, hence .FPiPj .Du// > 0. Thus u˛ satisfies the

maximum principle. Therefore we have

(6.33) krukL1.�/ � krukL1.@�/ � C1 <1:

From (6.29), (6.32), and (6.33), we further deduce that

(6.34) krukCˇ.�/ � C.C0; C1; C2/ <1

where C2 D k�kC2;˛.@�/. This follows from De Giorgi–Moser theory.

We rewrite div.ru=
p
1C jruj2/ D 0 as

(6.35) �u �
uiuj

1C jruj2
uij D 0

and combine (6.35) with (6.34) and the Schauder estimates to obtain

(6.36) kukC2;ˇ.�/ � C.C0; C1; C2; �/

where we may assume that 0 < ˇ � ˛.
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